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1. Introduction 

Research in social indicators has been pub- 
lic now for nearly a decade, since the release of 
the Bauer (1966) volume which was the first to 
use the label. Roughly, as Land (1974b) has 
noted, it is now generally agreed that social in- 
dicators are statistics which measure social con- 
ditions or activities and changes therein over 
time for various segments of a population. By 
social conditions, it is meant both the external 
(social and physical) and the internal (subjec- 
tive and perceptional) contexts of human exis- 
tence in a given society. This definition is a 
highly general characterization of social indica- 
tors, for it allows almost any index of social 
activity to be classified as a social indicator 
provided that the index can be construed as re- 
flecting a social condition of some population. 
For example, if an index such as the "sex ratio" 
of a population is construed as reflecting some 
condition of life in that population, then it 
could be regarded as a social indicator by this 
definition. Since social indicators have been 
considered to be generalizations of economic in- 
dicators and since economic indicators are just 
indexes of economic conditions or activities, 
this characterization is appropriate. It gives a 
general and somewhat permeable cognitive orienta- 
tion to the notion of a social indicator. 

Nevertheless, as Land (1974b) observes, it 
is useful to have a more stringent external va- 
lidity criterion for classifying a social statis- 
tic as a social indicator in order that the defi- 
nition may be made more precise. Two such cri- 
teria have been proposed in the social indicators 
literature. 

First, social planners and policymakers (see, 

e.g., Executive Office of the President, Office of 
Management and Budget, 1974; Organization for 
Economic Cooperation and Development, 1973; 

Terleckyj, 1972; U.S. Department of Health, Educa- 
tion and Welfare, 1969) generally require that 
social indicators be arguments in a social welfare 
function, where this function is taken to be some 
combination of the utility (satisfaction) func- 

tions of the members of the society which, in 
turn, depend upon the conditions of life indexed 
by the social indicators. This criterion reduces 
social indicators to goal output indicators, as 

they can be taken to measure the degree of 
achievement of a goal objective in a social wel- 
fare function. 

A second criterion, usually associated with 
social scientists rather than social planners 
(see, e.g., Campbell and Converse, 1972; Land and 
Spilerman, 1974; Sheldon and Moore, 1968), re- 
quires that social indicators demonstrate a con- 
sistent historical pattern of timing and covaria- 
tion with social change. This criterion leads to 
the class of indicators of social change. Cer- 
tainly, it is not necessary for the list of goal 
output indicators to be identical to the list of 
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indicators of social change. In fact, it is very 
difficult for a meaningful social welfare function 
to take into account more than a few aspects of 
social life. But the contents and relative 
weights of social welfare functions will undoubt- 
edly change from time to time as the interests of 
members of a society and of policymakers change. 
As this occurs, social scientists will be called 
upon to provide different indicators as components 
of the welfare function. Ideally, these indica- 
tors will be derivable from a general list of "in- 
dicators of social change," a list which has been 
verified to satisfy the external validity criter- 
ion of social indicators which is distinct from 
the "design" or "planning" function associated 
with social policy. 

It is readily seen that these two criteria 
and the corresponding types of indicators are gen- 
eralizations of the two main criteria of external 
validity which have been employed in the standard 
economic indicators. First, with respect to eco- 
nomic "analysis," economic indicators are just de- 
fined as time series that have shown a historical, 
consistent pattern of timing and of conformity to 
business cycles (G. Moore, 1961; 1967). Second, 

from the perspective of economic "design" or "poli- 
cy," economic indicators are components of economic 
welfare (see, e.g., Fox, Sengupta, and Throbecke, 
1973). Thus, an economic indicator such as the un- 
employment rate possesses external validity not 
only as the objective of economic policy but also 
through its past history of covariation with busi- 
ness cycles. Indeed, it would be rather irrespon- 
sible to make economic policy with respect to some 
indicator if nothing more were known about it than 
that it is the goal of a policy. Fortunately, we 
do not live in such a state of abysmal ignorance 
with respect to the standard economic indicators. 

In the case of most of the generalized social 
indicators which have been proposed thus far, our 
knowledge is less well endowed, and Land (1974c) 

has observed that this is true for "quality of em- 
ployment indicators." The latter indicators are 
usually conceived of as "outcomes" of employment 
which contribute to job satisfaction or utility 
(see Seashore, 1973 and Taylor, 1973 for lists of 
possible outcomes of employment). 

In order to interpret the variations of a so- 
cial indicator, Land (1971; 1974a; 1974b; 1974c) 
has emphasized the indispensability of a social 
indicator model, that is, a model which determines 
the value and variations of the social indicator 
in question as a function of policy instrument in- 
dicators and non - manipulable indicators (data). 
Moreover, this assistance in interpretation occurs 
at the conceptual level as well as in the quanti- 
tative sense. For example, some index of "school- 
ing" is usually included among lists of social in- 
dicators. In order to interpret this index, one 
must specify fairly precisely the nature of the 
system and process under consideration, because, 
while schooling is an "output" of a school system, 
it is an "input" in terms of the characteristics 



of an individual with respect to the job market. 
As a second example, we note that a health index 

such as "life expectancy" is only partially deter- 

mined as an "output" of a narrowly defined health 

care system. In many cases, in fact, this index 
may be more strongly determined by such factors as 

genetics, nutrition, life style, etc. than by "de- 

livery of health care." These examples illustrate 

how the careful definition of the system and pro- 
cess determining an indicator is essential to its 

interpretation. 

The purpose of this paper is to describe two 
preliminary sociological models for an aggregate 
social indicator of job satisfaction. These models 

are preliminary in the sense that they are only 
first -order approximations to the limits of exist- 
ing data and estimation methods. Both models link 
the job satisfaction indicator in a consistent his- 
torical pattern to referent indicators of social 
change. Thus, they lend external validity direct- 
ly to this index as an indicator of social change 
and, hence, indirectly to any social indicator 
which covaries with job satisfaction. Moreover, 

this is of particular importance in the case of 
job satisfaction because of the role which satis- 
faction plays in the determination of social wel- 
fare and, hence, in planning, as noted above. 

Table 1. Percentage of "Satisfied" Workers (Men Only, 

Land (1974b) has remarked that social indica- 
tor models typically take one of two forms. The 
first is a macro -sociological time- series model in 
which the purpose is to study the covariations of 
an "aggregate level of well- being" indicator with 
other aggregate indexes. The second type of model 
usually addresses equity values in terms of mea- 
sures of dispersion of skewness and takes the form 
of a life -cycle and cohort analysis. In terms of 
these types, the first model to be described below 
is a macro model, in which aggregate job satisfac- 
tion is written as a function of aggregate unem- 
ployment, where the latter can be taken as a re- 
ferent index of cycle social change. The second 
model complements the first by describing the ef- 
fects of population structure and cohort replace- 
ment on job satisfaction. 

2. A Macro Time- Series Model of Job Satisfaction 

As a first approach to a macro -sociological 
time- series model for job satisfaction, consider 
an analysis of the data on trends in job satis- 
faction summarized in Table 1. These data from 
fifteen national sample surveys were reported in a 
recent Manpower Administration monograph by Quinn, 
Staines, and McCullough (1974) on the trend in job 

satisfaction, in which the authors (p. 1) conclude: 

Ages 21 through 65) *, 1958- 1973 ** 

Date Percentage Estimate 
(Sample Size) 

1958 

1962 

July 16, 1963 

1964 

1964 

August 6, 1965 

81% 

84% 

89% 

90% 

92% 

87% 

(852) 

(1,028) 

(1,469) 

(1,025) 

(3,086) 

(1,338) 

September 6, 1966 92% (1,361) 

September 29, 1966 89% (1,340) 

March 25, 1969 92% (585) 

November -December, 1969 88% (1,528) 

1971 91% (1,025) 

August 17, 1971 88% (516) 

December 7, 1971 86% (558) 

January 23, 1973 88% (526) 

February- March, 1973 91% (1,493) 

Source 

Survey Research Center, U. of Michigan 

National Opinion Research Center 

Gallup Poll 

Survey Research Center, U. of California 

National Opinion Research Center 

Gallup Poll 

Gallup Poll 

Gallup Poll 

Gallup Poll 

Survey Research Center, U. of Michigan 

Survey Research Center, U. of Michigan 

Gallup Poll 

Gallup Poll 

Gallup Poll 

Survey Research Center, U. of Michigan 

* Except for the 1958 survey which was based on men 21 or older 

** "Don't know" answers were excluded from the percentage bases 

Source: Quinn, Staines, and McCullough (1974) 
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"In spite of public specula- 
tion to the contrary, there 

is no conclusive evidence of 
a widespread, dramatic de- 
cline in job satisfaction. 
Reanalysis of 15 national 
surveys conducted since 1958 
indicates that there has not 
been any significant decrease 
in overall levels of job sat- 
isfaction over the last dec- 
ade." 

Let us analyze the fluctuations in these data in 
more detail from a social indicator model perspec- 
tive. 

Before taking the analysis task seriously, 
however, we should determine to what extent the 
data are to be taken as an accurate representation 
of national trends in job satisfaction. Certain- 
ly, the series is affected by both methods vari- 
ance and sampling variance. For example, over the 
years, the Gallup Poll Organization has asked the 
following question of a national sample of adults: 
"On the whole, would you say you are satisfied or 
dissatisfied with the work you do ?" On the other 
hand, the other surveys tend to ask us a question 
of the form: "Are you very satisfied, somewhat 
satisfied, not too satisfied, or not at all satis- 
fied with your job ?" But, unlike the Gallup ques- 
tion, the wording of the latter has varied some- 
what from survey to survey. Moreover, the Gallup 
polls do not restrict respondents to employed per- 
sons, whereas the other surveys are "surveys of 
working conditions" and hence are so restricted. 
But, for the sub -samples of men, ages 21 through 
65, reported in Table 1, the civilian labor force 
participation rate is usually on the order of 90 
percent or more (Quinn, Staines, and McCullough, 
1974: p. 3). Also, each of the estimates in Table 
1 is subject to sampling error. At the 95- percent 
confidence interval, the sampling error for per- 
centages near 90 percent is about 2 percent for 
random sample sizes near 1500 and about 3 percent 
for random sample sizes near 500. Of course, 
since the surveys of Table 1 are not based on sim- 
ple random samples, these sampling errors are best 
used only as approximate guidelines. 

These error sources are substantial and cannot 
be ignored. Taken together, they make the data 
series in Table 1 less meaningful than we would 
like as a basis for building a social indicator 
model. Nevertheless, it is the only available 
national time -series on job satisfaction and, 
hence, the best. Therefore, proceeding on the as- 
sumption that some data is better than no data, we 
shall attempt an interpretation relative to other 
trends during the last decade and a half. 

In our discussion of indicators of social 
change, we noted that one procedure for giving ex- 
ternal social change validity to a social indica- 
tor is to determine its degree of covariation with 
referent time- series on social change. Moreover, 
the economy is a major source of cyclical social 
change. Since job satisfaction is a function of 
one's experience with a job, and since jobs are 
created in the economy, it follows that these stra- 
tegies imply that we should explore the degree of 
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covariation of job satisfaction with an indicator 
of economic activity as a first approximation to 
a social indicator model of the macro variety. In 

particular, we note that, among the various sto- 
chastic components of the series in Table 1, there 
seems to be a significant covariation with the 
trend in unemployment rate for the 1958 -1973 per- 
iod. Table 2 shows that, from a peak of nearly 7 
percent in 1958, the unemployment rate shows a 
general decline during the next several years, 
with significant peaks in 1961, 1963, and 1971. 

Table 2. Total Unemployment Rates, 1958 -1972 

Year Rate Year Rate 

1958 6.8 

1959 5.5 

1960 5.5 

1961 6.7 

1962 5.5 

1963 5.7 

1964 5.2 

1965 4.5 

1966 3.8 

1967 3.8 

1968 3.6 

1969 3.5 

1970 4.9 

1971 5.9 

1972 5.6 

1973 4.9 

Source: Social Indicators: 1973, p. 136, and 
Manpower Report of the President, 1974, 

P. 23. 

Regressing the data in Table 1 on those in 
Table 2 yields the following estimated equation: 

(1) S 
t 

99.3 2.2 U + ; (R = -0.68) 

t (0.89)t 
t 

where St = job satisfaction at time t, Ut = unem- 

ployment rate at time t, = a stochastic distur- 

bance term at time t, the number in parentheses 
under the regression coefficient is its standard 
error, and the correlation coefficient is given at 
the right in parentheses. This equation is esti- 
mated for the nine time points for which the data 
can be matched in Tables 1 and 2. Therefore, it 
is only a first -order estimate and the correlation 
could probably be improved by dating the job satis- 
faction surveys by the month they were in the field 
and using monthly unemployment data. Nevertheless, 
the results in equation (1) are statistically sig- 
nificant and meaningful. Briefly, equation (1) 

implies that a 1- percent increase in the unemploy- 
ment rate produces more than a 2- percent decrease 
in job satisfaction. It also implies that, if 

this linear relationship of unemployment and job 
satisfaction holds throughout the range of the job 
satisfaction variable, then job satisfaction could 
reach approximately 99 percent if the unemployment 
rate approximates zero. But the assumption on 
which this inference is based is probably not ten- 
able; that is, equation (1) would probably exhibit 
some non -linearities at the upper end of the job 



satisfaction scale. Moreover, the regression co- 

efficient of U in (1) may be biased, for we have 
not adjusted for the possibility of autocorrela- 

tion of the disturbances in our estimation proce- 

dure. However, for this analysis, we shall be 
content with the least- squares estimates of equa- 

tion (1). 

For our present purposes, it is more interes- 
ting to tease out another implication of equation 

(1) for the job satisfaction data. Because the 

Gallup polls do not exclude unemployed men from 

the job satisfaction question, one implication of 

this model is that the Gallup series should show 
more sensitivity to the unemployment variable 
than the other series. That is, if unemployed 
men are more likely to be "dissatisfied" than are 
employed men, and if the unemployment rate in- 
creases by, say 1 or 2 percent, one anticipates 
at least 5 to 10 more "dissatisfied" responses in 
a sample of about 500 men. This is sufficient to 
register a 2- to 3- percent decrease in aggregate 
job satisfaction rates. Making the appropriate 
comparisons of the data in Tables 1 and 2, we do 
indeed find that the correlation of the Gallup 
series with the unemployment series is somewhat 
higher ( -0.74, p < 0.05) than that for the total 

series. On the other hand, equation (1) shows 

that even the inclusion of the job satisfaction 
rates based on the "working conditions surveys," 

which restrict respondents to employed persons, 
does not make the correlation vanish. It is temp- 

ting to conjecture why there should be any rela- 
tionship between job satisfaction and unemployment 
rates for employed persons. One fairly direct hy- 
pothesis is that a rise in unemployment signals a 

decrease in opportunities for job promotion or for 
changing jobs and thus decreases job satisfaction. 
A more complicated theory would posit a relation- 
ship between "general satisfaction" and job satis- 
faction and argue that the former is decreased 
when the economy turns down and hence depresses 
the latter. Such conjectures cannot be subjected 
to evaluation by the present analysis. 

3. A Life -Cycle- Cohort Model of Job Satisfaction 

As a second example of a model constructed to 
make sense of the data in Table 1, consider a 
life -cycle model constructed on the basis of two 
consistently reported relationships in the job 
satisfaction literature. First, as Quinn, 
Staines, and McCullough (1974: p. 9) note, pro- 
fessional- technical workers and managers, offi- 
cials, and proprietors register the highest levels 
of job satisfaction. In fact, Kahn (1972: pp. 

181 -184) observes that a strong positive correla- 
tion of occupational status and job satisfaction 
has been consistently reported in the literature. 
Explicitly, for occupational status scored in 
Duncan units (Blau and Duncan, 1967), the occupa- 
tional status -job satisfaction correlation for 
the grouped data in Quinn, Staines, and McCullough 
(1974: p. 12) report a strong positive correlation 
between the age of a worker and his job satisfac- 
tion (approximately 0.95 for their grouped data) 
which has remained fairly consistent for the time - 
span for which data are available. We quote their 
interpretation of this relationship: 
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"The tenuous nature of gen- 
eralizations about 'genera- 
tion gaps' or related longi- 
tudinal trends seems all the 
more apparent when a far sim- 
pler explanation is considered- - 
that older workers, especially 
in the case of men, are more 
satisfied with their jobs than 
younger workers simply because 
they have better jobs. In an 

achievement- oriented society, 
the 'best' jobs are reserved 
for those who can perform them 
best. Generally such perfor- 
mance depends on a worker's 
job experience, accrued skills, 
and demonstrated competence in 
related jobs. While this may 
not be true in all cases, cer- 
tainly a job candidate's pre- 
vious background and experi- 
ence weigh heavily in the de- 
liberations of those who will 
promote him or her to a 'better' 

job. Younger workers lack suf- 
ficient background to qualify 
them for the best jobs around. 
In addition, the fact that our 
society, like most others, 
places a high value on sen- 
iority increases the probabil- 
ity that better jobs will go 
to workers over 30. 'Begin- 
ners' in every sense of the 
word, younger workers are con- 
fined in consequence to posi- 
tions that are often less than 
wholly satisfying." 

In brief, the much talked -about decline in the job 
satisfaction of younger workers over the last dec- 
ade has not been substantiated in the survey data. 
Rather, the positive age -job satisfaction relation- 
ship has been quite consistent over time. We shall 
use it and the occupational status -job satisfaction 
relationship to construct some life -cycle models to 
interpret trends in the data of Table 1. 

Using first the positive age -job satisfaction 
relationship, we can construct a very simple life - 
cycle model for aggregate job satisfaction on the 
basis of the male age distribution data shown in 
Table 3. Assuming this relationship is constant 
and not cancelled out by other effects, we immedi- 
ately conjecture that aggregate job satisfaction 
rates should be consistently higher in the 1960's 
than in the 1950's. Put simply, the cohorts of 
men in the low job satisfaction ages (21 -29) in 

the 1960's were relatively much smaller than in 
the prior decade. Consequently, merely as an ef- 
fect of the relative weights of the respective co- 

horts, we would anticipate that aggregate job sat- 
isfaction rates in the 1960's would be on a higher 
plateau than those of the 1950's. Indeed, the 
data in Table 1 do show that the job satisfaction 
rates for 1958 and 1962 are significantly lower 
than those for the remainder of the decade. Given 
the above observations about the effects of the 
unemployment rate and the fact that 1958 was a 



year of high unemployment, it is likely that the 
1958 percentage is depressed even lower than it 
would be otherwise. Nevertheless, it is clear 
that the job satisfaction rate does not again 
reach the low levels of 1958 and 1962 even though 
it dips several times in the succeeding observa- 
tions. 

Examining the age distribution for 1970, we 
would project, on the basis of this simple model, 
a stabilizing or declining aggregate job satis- 
faction rate for the 1970's as relatively large 
cohorts of male workers enter the low job satis- 
faction years of the life -cycle, thus weighting 
the aggregate average toward lower rates. Indeed, 

in Table 1, we find that the Michigan Survey Re- 
search Center rates are stable for 1971 and 1973, 
whereas the recent Gallup polls show a slight 
average decline from their 92- percent peaks of 
1966 and 1969. But we can construct a more so- 
phisticated model which allows for real social 
forces as opposed to the simple weighting effects 
of this model. 

is based on the 

Table 3. Male 

The general nature of such a model 
following considerations. 

Population, by Age: 1960 and 1970 

Percent of Male Population 

Age 1960 1970 

15 to 19 years 7.5 9.7 

20 to 24 years 6.0 8.0 

25 to 29 years 6.0 6.7 

30 to 34 years 6.6 5.6 

35 to 39 years 6.9 5.5 

40 to 44 years 6.4 5.9 

45 to 49 years 6.1 5.9 

50 to 54 years 5.4 5.4 

55 to 59 years 4.7 4.8 

60 to 64 years 3.9 4.1 

Source: Social Indicators: 1973, p. 255 

Relative to the positive occupational pres- 
tige -job satisfaction relationship, we note first 
that recent research (Hauser and Featherman, 1973) 

has found that there was more upward mobility dur- 
ing 1962 -1970 than during 1952 -1962. In addition, 
on the basis of White's (1970) research, it is now 
clear that one of the principal ways in which up- 
ward mobility occurs is through the creation of 
"vacant" positions at the top of the job struc- 
ture. Such a vacancy reverberates throughout the 
occupational structure by creating a "chain of 
vacancies" as men are successively pulled up 
through the structure. On a society -wide scale, 
there are essentially two ways in which vacancies 
at the top of the occupational prestige scale can 

5 

be created. One is through the expansion of those 
sectors of the economy in which higher prestige 
occupations are dominant, and the other is through 
the replacement of older cohorts as they retire or 
otherwise exit from the occupational structure. 
Both of these forces were very strong during the 
1960's. That is, the 1960's were years of great 
expansion of the professional -technical, manager- 
ial- proprietor, and sales -occupational categories 
(Hauser and Featherman, 1973) and a decade in which 
replacement vacancies for men aged 21 -29 in 1960 
were high because of the larger cohorts ahead of 
this cohort, as can be seen in the age distribution 
for 1960 shown in Table 3. 

Now, if the cohort of men in the low job satis- 
faction years (ages 21 to 29) in the early 1960's 
did experience higher rates of mobility into upper 

status occupations during the 1960's due to higher 
rates of job expansion in these occupations and 
higher vacancy replacement rates due to the smaller 
size of their cohorts, and if the occupational 
status -job satisfaction relationship is relatively 
constant, then, other things equal, we would expect 
the cohort of men aged 21 to 29 in the early 1960's 
to show a large increase in job satisfaction over 
this decade than the age 30 to 39 and 40 to 49 co- 
horts. Some data for making a rough check on this 
hypothesis are shown in Table 4. These data cor- 
respond to four of the fifteen surveys reported in 
Table 1 which give age tabulations with equal age 
intervals. We find that the 21 -29 category in 
1962 shows an increase of 16 -18 percent in job sat- 
isfaction by the 197f and 1973 surveys, whereas 
the 30 -39 and 40 -49 categories of 1962 show an in- 
crease of only 11 -12 percent over this interval. 
Thus, the increase of the satisfaction percentage 
in the younger cohort is approximately one -half 
greater than that of the older cohorts. But to 
verify that this change is not due only to the 
life -cycle positive aging -job satisfaction rela- 
tionship reported above, we should also find that 
there is an increase in job satisfaction for the 
same age intervals between 1962 and 1973. Exami- 
ning Table 4, we find that they are about 10 per- 
cent on the average for the different age inter- 
vals. Thus, the observed 16 -18 percent increase 
in job satisfaction of the 1962 21 -29 cohort can- 
not be fully accounted for by either the life -cycle 
or the period effects alone. We conclude that the 
observed increase in satisfaction for this cohort 
is due both to the effect of the positive aging - 
job satisfaction relationship and to the effect of 
the period changes of the 1960's. It is worth not- 
ing that these conclusions are somewhat different 
from those of Quinn, Staines, and McCullough (1974: 

p. 7) who adduce that jobs have improved in terms 
of: (1) real wages and fringe benefits; (2) Fed- 
eral and State legislation on working conditions; 
(3) computerization of menial jobs; and (4) a more 
"employee- centered" management. Of these four fac- 
tors, our model does not explicitly incorporate 
the second and fourth. Although these job improve- 
ments may have had an impact in the movement of job 
satisfaction rates to the relatively higher pla- 
teaus of the 1960's, their effects are very diffi- 
cult to document and the foregoing analysis shows 
that they may not be necessary to account for the 
observed changes. Moreover, they do not lead to 

any predictions for the 1970's as does the model 
sketched above. 



Table 4. Percentage of "Satisfied" Workers, 1962 -1973, by Age for Four Surveys with Equal Age Intervals 

Year and Source 

1962 1969 1971 1973 

Age Intervals 
NORC SRC, U of M SRC, U of M SRC, U of M 

21 to 29 years 74 75 85 84 

30 to 39 years 82 76 90 92 

40 to 49 years 84 88 93 94 

50 years and older 88 87 95 96 

Source: Quinn, Staines, and McCullough (1974: p. 54) 

Examining the age distribution for 1970 in 
Table 3 relative to this more complex life -cycle 
model, we again project a stabilizing or declin- 
ing aggregate job satisfaction rate for the 
1970's. In brief, the cohorts of young men com- 
ing onto the job market in the 1970's are no 
longer smaller than the ones preceding them. 

Thus, the upward mobility of these men will not 
be assisted by this replacement aspect of the va- 
cancy chain effect to such an extent as were their 
peers in the 1960's. Moreover, even if the econo- 
my expands at its traditional 3 to 4 percent per 
year rate throughout the 1970's, it will be hard 
pressed to give upward mobility rates to the on- 
coming cohorts of young men comparable to those 
which were experienced by their peers in the pre- 
vious decade. The lower rates of upward mobility 

will thus give these men lower job satisfaction 
rates, which, together with their larger relative 

cohort sizes, will produce a lower aggregate job 
satisfaction rate. More precisely, we expect the 
aggregate rate to be stable at first and then to 
decline in the middle and later 1970's. 

To summarize this brief excursion into the 
analysis of job satisfaction, we have presented 
rough arguments for two types of social indicator 
models for the data of Table 1. First, our macro 
time -series model argues that the aggregate job 
satisfaction rate does go down when the unemploy- 
ment rate goes up, particularly if unemployed per- 
sons are allowed to answer a job satisfaction 
question. Second, our life -cycle model argues 
that the "high plateau" of job satisfaction per- 
centages of the 1960's was due to the interaction 
of the normal life -cycle relationship of age to 
job satisfaction with the unique size and mobility 
experience of the low satisfaction -prone cohorts 
of this period. 

In terms of our macro model as expressed in 
equation (1), this implies that the constant term 
shifted upwards in the mid- 1960's from a lower 
value for the earlier period. Unfortunately, 
this implication cannot be tested directly, due to 
a paucity of time points on job satisfaction prior 
to 1962. These models are only very tenuously 
formulated and are meant to be illustrative rather 
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than definitive. Nevertheless, they do permit a 
rough forecast of expected job satisfaction rates 
for the 1970's, something which no other analysis 
has yet allowed. That is, our first model fore- 
casts a fluctuation of this rate with the unemploy- 
ment rate, whereas our second model forecasts a 
tapering off of the rate of job satisfaction im- 
provement and a slow movement to a plateau (con- 
stant term) of aggregate rates which will probably 
be lower than that of the.1960's. Of course, these 
forecasts assume that the effects in the models re- 
main constant and are not cancelled out by other 
changes which have not been taken into considera- 
tion. 

4. Conclusion 

Just as the great social issues for the late 
1960's centered around problems associated with 
teenagers such as drugs and crime, one can project 
that the 1970's will see considerable attention 
given to issues associated with quality of employ- 
ment and job satisfaction. In both cases, the fun- 
damental driving force is the age structure of the 
population. On the basis of our distinction be- 
tween macro time -series and life -cycle social indi- 
cator models, we were led to explore the effects of 
the population age composition and of the economy 
on a time series of aggregate job satisfaction 
rates. By demonstrating that job satisfaction has 
a consistent relationship with these referent in- 
dicators of social change, we have given it (and, 

indirectly, any quality of employment indicator 
that is correlated with job satisfaction) some de- 
gree of validation as an indicator of social change 
in the sense described in Sections 3 and 4, and 
this holds regardless of whether job satisfaction 
is treated as a goal output indicator in a social 
policy. 

Relative to social policy with respect to job 
satisfaction, it is worth noting that our models 
indicate that aggregate job satisfaction could be 
maximized in a number of ways: e.g., (1) by de- 
creasing the unemployment rate to near zero; (2) 

by not allowing anyone under age 29 to be employed; 
and (3) by abolishing blue -collar jobs. None of 
these alternatives is practicable in an extreme 



sense, although it is national economic policy to 
keep the unemployment rate as low as feasible and 
the shift in the labor force has been away from 
operative and nonfarm labor jobs for some time 
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STRATEGY ISSUES IN THE DEVELOPMENT OF QUALITY OF EMPLOYMENT INDICATORS 

Robert P. Quinn, Survey Research Center, The University of Michigan 

Problems confronted in the development and 

application of systems of social indicators are 

not qualitatively different from those of any 
other scientific endeavor. Several characteris- 

tics of research on social indicators tend, 
however, to highlight a number of strategy 
issues that under more customary circumstances 
can either be easily resolved or comfortably 
ignored. Among these characteristics are: the 

magnitude and continuity of the activity; the 

contribution to it of multiple investigators; 
its more - than -usual social relevance; and its 
multiple audiences. 

This paper discusses several general 
strategy issues that must be confronted in the 
development of social indicators systems in 
general and systems for monitoring quality of 
employment in particular. Each of these issues 

confronted my colleagues and I in the development 
of two national surveys of the American work- 
force (Quinn, et al., 1971; Quinn & Mangione, 
1973; Quinn & Shepard, 1974). Hopefully, others 

engaged in similar activities in the future will 
be able to profit from our efforts in this area. 

Defining the Domain of Investigation 

Recent discussions of employment and work- 
ing conditions have been characterized by a 
boomlet of new terms that generally begin with 
the phrase "quality of" and are rounded off by 
such words as "employment," "work," or "working 
conditions." None of these terms has really 
been adequately defined, perhaps for good reason. 
The phrases have often been used almost as pass- 
words to signify to the listener that something 
about work is being considered that is somehow 
new and different from the more traditional 
concerns of management, labor, and government- - 
a strictly exclusionary definition. Where non - 
exclusionary definitions have been attempted, 
they have for the most part been so broad as to 
include "traditional" areas of concern along 
with the "newer" ones. 

Given this broadness, the selection of 
measures to be used in an indicator system often 
becomes highly arbitrary. The system based on 
such a definition may as a result become a catch- 
all and vulnerable to the inclusion in perpetuity 
of measures that happened to be relevant to re- 
search problems that were "hot" only at the time 
when the system was developed. 

My colleagues and I faced this problem of 
selection at a practical level when we developed 
the second of our national surveys in 1973. The 
first survey's measures of working conditions had 
covered a wide variety of content areas as suited 
the heterogeneity of those contributing to the 
survey and their particular research needs --the 
domain had indeed been broadly and loosely de- 
fined. The crunch came three years later when a 
decision to repeat the national survey was made. 
We were faced at that time with the problem of 
identifying those materials that would be repeated, 
those that would be added, and those that would 
be scrapped. 
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The "quality- effectiveness strategy" was 
developed in order to solve this problem and to 
capitalize on the survey's analytic potentials. 
This strategy defines three general concepts: 
working conditions, effectiveness, and quality of 
employment. 

The term "working conditions" refers to 
descriptions of characteristics of a worker's job 
obtained from any informed source. These descrip- 
tions may focus on any characteristic of the job 
from the cleanliness of the physical work environ- 
ment to the degree of time pressure for perfor- 
mance, or from the degree of challenge the job 
provides to the income a worker receives. Since 
working conditions characterize a job, they are 
independent of the individual who does the job. 
This means that they do not include the worker's 
evaluation of the conditions measured and that 
different people doing the same job should 
describe it similarly. 

Effectiveness. The term "effectiveness" 
refera to states or events that have a positive 
or negative value from the perspective of some 
person or set of people. Three such perspectives 
are distinguished: those of employees, their 
employers, and society as a whole. 

Quality of employment. The term "quality 
of employment" refers to a judgment about working 
conditions based on the impact that the working 
conditions have on effectiveness. Thus, good 
quality of employment from the perspective of a 
worker would be some combination of working 
conditions that produce health (one criterion of 
effectiveness as judged by the worker). Good 
quality of employment from the perspective of an 
employer would be working conditions that lead to 
a productive, profitable organization. 

These definitions provided a standard for 
selecting measures of quality of employment to 
be carried forward into the second national survey: 
select only those measures of working conditions 
that had a demonstrable association with some 
criterion of effectiveness. 

In the 1969 survey, job satisfaction served 
as the only criterion measure of effectiveness, 
a criterion governing the selection of the 
working conditions to be treated subsequently 
as quality of employment indicators. The 1973 
national survey uses four major criteria of 
effectiveness other than job satisfaction: 
physical health; depressed mood; drinking 
behavior; and life satisfaction. A companion 
study conducted in five employing establishments 
focuses upon the criteria of performance, absen- 
teeism, turnover, and participation in activi- 
ties outside of work. In each of those studies 
the measures of working conditions (i.e., poten- 
tial quality of employment indicators) have been 
expanded to include conditions likely to be 
associated with the particular criteria of 
effectiveness under investigation. To the ex- 
tent that they are in fact able to predict these 
criteria, they will be included as quality of 
employment measures in later monitoring efforts. 
What is unusual about this strategy is that 
measures of satisfaction, health, and so forth, 



although relevant to the system of indicators, 

are not themselves indicators. Once they have 

served their purpose, they are shelved until 

some later time when it may be necessary to use 

them again to determine whether the quality of 

employment indicators have retained their pre- 

dictive powers. 

Making Value Assumptions Explicit 

Identifying and measuring the "quality" of 

anything requires standards against which qual- 

ity can be evaluated. As much as we would like 

to avoid doing so, the identification of such 
standards may require that social scientists 
take normative stands. Unfortunately, social 
scientists may not be without their biases in 
their selection of standards. 

While it is impossible to rule out entirely 
the intrusion of arbitrary standards in the 

measurement of quality of employment, it may 
nevertheless be possible to circumscribe their 
effects and to make them more obvious. Two 
types of normative assertions are often invoked 

and confused in discussions of quality of em- 
ployment. The first type prescribes various 

desirable working conditions, such as having a 
job that provides a great deal of autonomy. The 

second type of assertion prescribes only desir- 

able outcomesor criteria of effectiveness, such 
as good health or satisfaction with one's life. 

The quality -effectiveness strategy, while per- 

mitting normative statements, restricts such 
statements to outcome criteria. Whether a 
particular working condition is "good" or "bad" 
thereby becomes an empirical question rather 
than a value issue: it is "good" to the extent 
that it is associated with any or all of the 
criteria of effectiveness thus specified. This 
certainly does not avoid value questions. It 

simply makes them a little more amenable to 
discussion by limiting the range of variables to 

which they apply and by confining them to the 
assignment of priorities among criteria of 
effectiveness. 

To keep reminding ourselves of precisely 
whose values were being given priority in the 
indicators of quality of employment we have used 
in our two surveys, we have found it useful to 
distinguish three different perspectives for 
evaluating criteria of effectiveness. The first 
perspective, that of employers, is a familiar 
one and includes such matters as productivity, 
withdrawal from work, counter -productive behav- 

ior, and adaptability to changing work proce- 
dures. Among the outcomes desired from a second 
perspective, that of employees, are the equally 
familiar ones of job satisfaction, mental 
health, physical health, and so forth. 

A third perspective can also be invoked: 
that of the community or the society. Some of 

the costs and benefits associated with working 
do not enter into the personal accounting of 
either employers or employees. For example: 

-- Workers whose jobs undermine their health 
place an additional demand on the na, 
tion's already overburdened system of 
health -care delivery. 

-- Workers whose skills and education are 
underutilized by their jobs represent an 
obvious social waste. 
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--A worker whose expression of dissatis- 
faction takes the form of reactions that 

result in termination may become a can- 
didate for subsequent collection of un- 
employment compensation, an obvious drain 
on local resources. 

- -The income- deficient worker may burden 
society with a family prone to illness, 
future welfare costs, and substandard 
economic contribution. 

The assignment of any criterion to a par- 
ticular perspective may at times be somewhat 
arbitrary and perhaps even uncharitable. The 
assignment does not mean to imply, for example, 
that from the point of view of employers the 
physical or mental disorders of their workers 
are of no importance, only that from the per- 
spectives of most employers there are other more 
important outcomes. Conversely, the assignment 
does not imply that employees are necessarily 
indifferent to productivity. Indeed, the harder 
it is intellectually to assign a criterion to a 
particular perspective, the more important that 
criterion is likely to be. According to this 
rule of thumb, monitoring and action priorities 
might profitably be assigned to those working 
conditions that affect outcomes that are pat- 
ently relevant to all three perspectives. Work - 
related illnesses and injuries are one example. 
They are obviously important to the ill or 
injured worker, represent a cost to his or her 
employer (in terms, for example, of sick -pay and 
filling the worker's position while he or she 
is away from work), and are costly to society 
as well (e.g., in terms of the illnesses' or 
injuries' drain on the nation's already scarce 
medical resources). 

The categorization of criteria of effec- 
tiveness in terms of perspective serves prin- 
cipally to clarify the value priorities of the 
investigator. For example, when we first com- 
pared the priorities of our two national surveys 
against our own list of criteria, we discovered 
that we had been overwhelmingly concerned with 
criteria of effectiveness that were valuable 
from an employee's perspective. Using the 
quality- effectiveness strategy, our resulting 
indicators of quality of employment would there- 
fore be similarly biased. Our five- establish- 
ment study was designed to compensate for this 
by attempting to identify those working condi- 
tions that were associated with criteria of 
effectiveness that were important principally 
from an employer's and a societal perspective. 
Periodic reviews of the investment of our re- 
search energy with reference to this list have 
generally been very sobering by providing con - 
stant reminders of when we have gone overboard 
in our pursuit of matters that involve only 
limited perspectives. 

Differentiating the Domain of Investigation 

Given some agreement upon the domain of 
investigation and the value perspectives in- 
volved, there remains yet a question that must 
be answered before a monitoring system can be 
instituted: What are the basic dimensions 
underlying the domain? Simply talking about 
"good" and "bad" aspects of jobs is not suffi- 
cient. Further differentiation is obviously 



necessary. But how is such differentiation to 
be achieved, and what should constitute the 
basic vocabulary of the system? There are two 

obvious ways of answering this question. One 

of these casts the basic dimensions to be in- 

vestigated in terms of existing theories of be- 
havior. The second defines such dimensions 

empirically with only minimal reference to 
theory. 

There are certainly plentiful a priori 
schemes for categorizing working conditions or 
workers' motivational orientations toward work, 

and each of these has its well- reasoned, if not 

always well- documented, theoretical foundations. 

At the simplest end are those categorizations 
that comfortably divide the world into two 
classes: jobs that are "motivating" versus 
those that are simply "satisfying." At the 

more complex extreme are those categorizations 
that define a variety of "needs" for working and 
assume that each achieves prominence as lower - 
level needs are progressively satisfied. Other 
classification schemes proliferate between these 
two extremes. All of them, however, present a 
common problem in that adopting them demands an 
implicit subscription to their assumptions and 
their logic. To adopt any one of them in a 
system of social indicators involves the simul- 
taneous adoption of all its attendent.theoret- 
ical trappings. While this may provide some 
short -run theoretical continuity to the moni- 
toring effort, it may reduce the usefulness of 
the data thus collected for subsequent "second- 
ary" analyses by other investigators who do not 
subscribe to the same theory. A theoretically 
"tight" monitoring system with an idiosyncratic 
theoretical orientation may therefore be self - 
defeating in that it may provide rich data for 
those subscribing to the theory involved but 
may toss only scraps to the non -believers. 

On the other hand, the basic dimensions of 

the monitoring effort can be determined on a 
wholly empirical basis. This would involve 
subjecting the system's measures to some kind 
of dimensional analysis -- factor analysis, 
cluster analysis, small -space analysis, or what - 
have -you. Many such dimensional analyses of 
jobs are already available, and they concur in 
their identification of from about five to eight 
"basic" dimensions of work. Such agreement is, 
however, based exclusively upon dimensional 
analyses of satisfaction ratings of job charac- 
teristics. Unfortunately, the same facets do 
not emerge when dimensional analyses are made 
of the importance ratings that workers assign 
to job facets. Nor do they routinely emerge 
from dimensional analyses of working conditions 
(i.e., job descriptors). 

How, therefore, are facets of jobs to be 
compartmentalized and differentiated? If this 
is to be a wholly theoretical procedure, whose 
theory should be subscribed to and at what cost 
in terms of making the indicator system unpal- 
atable to others? If it is to be strictly an 
empirical matter, what are to be the inputs to 

the relevant dimensional analyses: importance 
ratings of job characteristics? working condi- 
tions with regard to these job facets? satis- 
faction with regard to these facets? or some- 
thing else entirely? 
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Using "Standards" versus "Fit" Models 

An important issue in understanding re- 
sponses to work is whether people are better 
off by maximizing all the "good" qualities of 
their jobs or whether they are better off by 
each person obtaining personally- attuned opti- 
mum levels of the particular outcomes that he 
or she desires most. Measures of the "fit" be- 
tween the worker and his or her work environment 
have often been hypothesized to be better pre- 
dictors of effectiveness than are simply the 
amounts of the working conditions in question. 
Indicators of quality of employment that do 
not accomodate differences in what workers want 
from their jobs rankle. They are superficially 
contrary to manp,theories of human behavior, 
not to mention common sense. They seem at odds 
with the advocacy of individually -oriented pro- 
grams or worker training or job change. And 
they run counter to the ideology that every 
person should be treated as an individual. 

But indicators of quality of employment 
that ignore individual differences thrive. 
Moreover, they constitute the vast majority of 
those indicators that are publicly available. 
That such indicators have persisted and remain 
useful is due in large part to the selectivity 
of their foci and their assumptions about 
workers' needs or desires. They focus princi- 
pally upon those areas of working life that are 
of concern to workers and areas where what 
is desirable to the vast majority of them can 
be safely assumed (e.g., health and safety, 
income adequacy). 

While "fit" models relate more meaningfully 
to theories of human behavior, how feasible is 
their application in a system monitoring quality 
of employment? A classic example of attempts to 
translate "fit" models into measuring instru- 
ments are those that weight satisfaction ratings 
of particular job facets (e.g., fringe benefits, 
security, competent supervision) by the impor- 
tance that different individuals assign to these 
facets. While such a weighting procedure is 
theoretically persuasive and seems easily per- 
formable, attempts to improve job satisfaction 
measures by this procedure have without excep- 
tion failed to justify it. Whether to include 
measures of individual preferences in systems 
of quality of employment indicators seems, 
therefore, less a theoretical issue than a 
practical one. It is difficult to argue against 
their inclusión on theoretical grounds. The 
only remaining problem is to determine when they 
constitute a necessity and when they are only a 
nicety. 
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Because of its presumed usefulness to 
society, many results of research involving 
social indicators are likely to reach a 
broader audience than social scientists 
are accustomed to addressing. This, naturally, 
creates uncommon problems of data presentation 
and interpretation, only some of which can be 
overcome by careful use of language. A deeper - 
rooted problem involves the use of complex 
measures, particularly psychological measures 
based on continuous scales. Those who are not 
social scientists expect social scientific data 



to be quantifiable in the same terms that the 
data of other sciences are That is, absolute 
quantities of things can be tallied, or the 
percentages of people of various types can be 
specified. Pollsters tend to perpetuate this 
expectation by declaring, for example, that 
such -and -such percentage of Americans die, 
approve of what the President is doing - -as if 
approval and disapproval had been measured as 
absolutes. 

The question we are most frequently asked 
about our national surveys is a very straight- 
forward one: "Row satisfied with work is the 
average American worker ?" Our answer, char- 
acterized by the customary lucidity of the 
social scientist is: "minus two." This answer, 
while perfectly accurate, is not very helpful to 
the lay questioner. Our inability to answer 
otherwise has two sources. First, all the 
questions in our job satisfaction measure use 
four- or five -point, fixed -alternative scales, 
the interval properties of which can certainly 
be questioned. The second reason involves the 
complexity of the construction of the satis- 
faction measure. The five "facet- free" ques- 
tions using five -point scales are averaged, as 
are the 34 "facet- specific" questions that use 
four -point scales. The distributions of each 
of these means are then converted to standard- 
ized z scores. Next, a mean of these two z 
scores is obtained for each individual, and the 
resulting mean is finally multiplied by 100 to 
remove decimals. 

The latter arithmetic whoop- de -do, which 
is not really very complicated as psychological 
measures go, has certainly not made the initial 
set of job satisfaction questions lose sight 
of the psychological reality under investiga- 
tion. It nevertheless leaves non -scientists 
completely in the dark, even those accustomed 
to weather reports that present such equally 
(or more esoteric) numbers as wind -chill 
factors and MURC indices. None of this helps 
the image of social science as a publicly use- 
ful discipline. While we can answer some com- 
plex questions about job satisfaction based on 
this measure, superficially simple ones, like 
"How satisfied with work is the average American 
worker ?" are embarrassingly difficult. 

There seems no obvious way around this 
difficulty. Talk of "educating the public"- - 
or even educating relevant sectors of the pub - 
lie --to the complexities of psychological meas- 
urement is largely wishful thinking. This will 
continue to be true so long as the pollsters 
persist in leaving the impression that matters 
are really very simple and so long as posters 
in the New York subways announce the absolute 
percentages of Americans with "mental health 
problems." Occasionally, awkward, but workable 
compromises can be reached. One such success- 
ful, apparent compromise is the widely -used 
measure of drinking behavior developed by 
Cahalan, Cisin, and Crossley (1969) for use in 
population surveys.2 This measure, far more 
complex than our own job satisfaction measure, 
involves very complicated combinations of the 
frequency of alcohol consumption, the amount 
consumed at each sitting, and individual vari- 
ability in amount consumed. These combinations 
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produce a continuous scale of values that the 

measure's developers break at arbitrary, but 

reasonable points. To each part of the dis- 

tribution thus differentiated a publicly mean- 

ingful label is assigned: "heavy drinkers," 

"infrequent drinkers," etc. No one suffers 
greatly from this assignment. The non- profes- 

sional users of the measure feel comfortable 
in having available exact percentages of "heavy 
drinkers." The professionals use the categories 

simply as a set of ordered classes, ignore the 

labels assigned them, and wink knowingly at each 
other. 

But segmenting the continuous distribution 

of a scale into ordered classes and assigning 

a label to each can at times result in misunder- 

standings. To simplify analysis and data pre- 
sentation, a continuous distribution is often 

dichotomized at its median and the upper and 
lower halves of the distribution designated 

"high" and "low." One of our reports from the 

1969 national survey did so. A median split on 
job satisfaction was performed and a table dis- 

tinguished "Satisfied" from "Dissatisfied" in 

order to show the association between job sat- 
isfaction and some other variable. Naturally, 

50 percent of the workers fell into each cate- 
gory. An early reader of the table, unsophis- 
ticated in such "conventional" presentations of 

data, found the table's marginals very interest- 

ing. The marginals "obviously" indicated that 

half of the work force were dissatisfied with 
their jobs. The incident is instructive in that 

it confounded two problems- -the problem of com- 
municating data to those unfamiliar with certain 

conventions and the problem of balancing de- 
scriptive and analytic goals in monitoring 
systems. The user of the data in this example 

was expecting the survey to provide only de- 
scriptive statistics in readily interpretable 
terms; the marginal distributions were therefore 
very interesting. Our staff, on the other hand, 
was concerned with the association between a 

particular working condition and job satisfac- 
tion; the marginal statistics and their verbal 
designations were only following journal con- 

ventions. 
Any measure used in a population survey 

or in a system of social indicators is likely 

to achieve a premature legitimacy. This is 

especially likely to be true where the sample 
size is large and there is an impressive array 

of institutions or people directing, conducting, 

or financing the effort. This situation can 
produce yet another problem of communication. 

Even a good measure can usually be improved, and. 

its inclusion in a system of social indicators 
provides an excellent opportunity for such im- 

provement. This raises the question of how much 
alteration a monitoring system can undergo 
during its history without losing touch with its 
users, particularly those who would borrow some 
of its measures for use in more limited studies. 
The latter group present an especially diffi- 
cult problem, since it is particularly tempting 
to them to appropriate the system's measures. 
Not only are the measures legitimized, albeit 
often prematurely, but national norms are avail- 
able. Given writing and publication lags, 



borrowers of a system's measures may find them- 
selves using early versions of measures that 
have been long since improved upon by the 
system's designers. For example, some of the 
difficulty in comparing surveys using the 
Cahalan, Cisin, and Crossley measure of drinking 
behavior stems from the survey's uses of various 
"developing" versions of the final instrument. 
Clearly, freezing measures for eternity does 
little for the quality of a monitoring system. 
Good judgment must be exercised, however, in 
the timing of changes and improvements, as well 
as their magnitude. Frequent changes of only 
minor importance may do a disservice to the 
system's users. 

FOOTNOTES 

1Problems of Communication 

2Another example is Belloc, Breslow., and 
Hochstim's (1971) survey measure of overall 
physical health. 
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EQUITY CONCEPTS THE WORLD. OF WORK 

Lester C. Thurow, Massachusetts Institute of Technology 

For a decade or more governmental manpower 
efforts have focused on equalizing the distribu- 
tion of earnings. Blacks are to catch up.with 
whites; women are to be paid the same as men; the 
poor are to escape from poverty. While there has 
been some limited progress toward all of these 
goals, the distribution of earnings has been 
remarkedly resistent to changes. Explicit man- 
power programs and enormous changes in educational 
attainment of the labor force have made almost no 
dent in the pattern of earnings. In the post -war 
period the distribution of earnings among adult 
white males- -the group not subject to discrimina- 
tion- -has become slightly more unequal. 

If you look at the theories lying behind social 
efforts to reduce inequalities in the distribution 
of earnings in the post -World War II period, they: 
(1) follow neo- classical economics and (2) ignore 
a wide variety of psychological, sociological, and 
labor economics research. 

Almost all government manpower and education 
programs are based on the neo- classical economic 
view of the world. Neo- classical economics 
assumes that workers come into the labor market 
with a definite, preexisting, set of skills (or 
lack of skills), and that they then compete 
against one another on the basis of wages. 
According to this theory education and formal 
training are crucial since they create the skills 
which people bring into the market. As a result 
it is possible to governmental authorities to 
impose a more equal distribution of earnings on 
the labor market by injecting a more equal distri- 
bution of skills into the labor market. 

Injecting a more equal distribution of skills 
into the labor market has a powerful three - pronged 
impact on the distribution of earnings. First, a 
training program that transforms a low -skill per- 
son into a high -skill person raises his produc- 
tivity and therefore his earnings. Second, it 

reduces the total supply of low -skill workers, 
which leads in turn to an increase in their market 
wages. Third, it increases the supply of high - 
skills workers, and this lowers their wages. The 
net result is that total output rises (because of 
the increase in productivity among formerly un- 
skilled workers), and the distribution of earnings 
becomes more equal. What could be more ideal? 

From this point of view there is no need to 
worry about, or even to know, anything about the 
equity judgements of the work force. If society 
decides to equalize the distribution of earnings, 
it can do so indirectly through equalizing invest- 
ments in human capital. The equity judgements of 
the work force play no role in the economy al- 
though they may play a role in the political 
arena. 

The rest of this paper will attempt to argue 
that the equity judgements of the work force are 
not irrelevant. They may, in fact, be at the 
heart of the current distribution of earnings. 
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Any attempt-to alter the distribution earn - 
ings may have to take them into account and may 
have to change them. The first step in any such 
effort would be more explicit knowledge about the 
equity judgements of the work force. Some 

indicator of the equity judgements of the work 
force, and how they change, might be of crucial 
importance in government policies to change the 
distribution of earnings. But this is to get 
ahead of the argument. The first step is to 
understand the importance of equity judgements 
to government manpower policy making. 

I. The Importance of Interdependent Preferences 

Neo- classical economics and the marginal pro- 
ductivity theory of distribution implicitly 
assumes that individuals look only at their own 
wages and productivity to determine whether they 
are fairly or unfairly paid, or that they are 

unable to do anything about it if they do in fact 
look at their relative wages and become unhappy 
with what they see. Both of these assumptions 
are open to question. 

The history of individuals looking at their 
relative wages and becoming unhappy with what they 
see is at least as old as the history of mankind. 
Man's interests have existed for at least the. 
last 2000 years. 

"For the kingdom of heaven is like 
a household who went out early in the 
morning to hire laborers for his vine- 
yard. After agreeing with the laborers 
for a denarius a day, he sent them in- 
to his vineyard. And going out about 
the third hour he saw others standing 
idle in the market place: and to them 
he said, 'You go into the vineyard too, 
and whatever is right I will give you.' 
Going out again about the sixth and 
ninth hour, he did the same. And about 
the eleventh hour he went out and found 
others standing; and he said to them, 
'Why do you stand here idle all day ?' 
They said to him, 'Because no one has 
hired us.' He said to them, 'You go 

into the vineyard too.' 

And when the evening came the owner 
of the vineyard said to his steward, 
'Call the laborers and pay them their 
wages beginning with the last, up to 
the first.' And when those hired 
about the eleventh hour came, each 
of them received a denarius. Now when 
the first came, they thought they would 
receive more; but each of them also 
received a denarius. And on receiving 
it they grumbled at the householder, 
saying, 'These last worked only one hour, 
and you have made them equal to us who 
have borne the burden of the day and the 
scorching heat.' But he replied to one 
of them, 'Friend, I am doing you no wrong, 



did.you not with me for a 
denarius? Take what belongs to 
you and go. "1 

While an interest in my fellow worker's earnings 
and the resulting unhappiness and disruptions 
when norms of social justice are broken may be 
contrary to the norms of both biblical man and 
economic man, they seem to be an endemic part 
of human man. Imagine what would have happened 
if the parable of Lord of the Vineyard had ex- 
tended over to another day. Hiring labor and 
operating the vineyard on the second day would 
have been a real headache. 

A wide variety of more recent evidence points 
to the existence of the same type of interdepen- 
dent preferences. Over the past three decades 
the Gallup poll has asked, "What is the smallest 
amount of money a family of four needs to get 

along in this community?" The 17 answers to this 
question have all fallen between 53-percent and 
59 percent of the average income of the year in 
which the question was asked.2 The responses 
are consistent with respect to the average income 
in the year in which the question was asked but 
grew in absolute terms as average incomes grow. 
A Harvard sociologist, Lee Rainwater, has shown 
that when people are asked to categorize others 
as "poor, getting along, comfortable, prosperous, 

or rich," they do so rather consistently relative 
to average incomes.3 A University of Pennsyl- 
vania economist, Richard Esterlin, has reviewed 
the evidence as to how happiness is related to 
income in different countries of the world.4 He 
finds that happiness (utility?) is almost com- 
pletely dependent upon one's relative income 
position within his own country and almost not at 
all as to whether the individual is located in 
a high income country or a low income country. 

The same phenomena are reported in labor nego- 
tiations. Bargaining about relative wages is at 
least as pervasive as bargaining about absolute 
wages. Perhaps the best recent example occurred 
in Sweden where college workers struck to in- 
crease their pay relative to non- college workers. 
Their demand was not for more income, but for a 
wider wage differential. Conversely it is 
difficult, or impossible, to find any employer 
who systematically attempts to measure worker's 
marginal products and then sets pay scales in 
accordance. 

Actual utility functions seem to be heavily, 
if not completely, determined by relative incomes 
and interdependent preferences rather than 
absolute incomes and independent preferences. 
Sociologists call interdependent preferences 
'relative deprivation'; psychologists would label 
the same phenomenon 'envy'; labor economists 
refer to wage contours. Whatever the name, 
interdependent preferences seemed to be a wide- 
spread phenomenon. 

To say that utility functions are highly in- 
terdependent, however, is not to say that men 
are going to be able to implement their interde- 
pendent preferences in the labor market. What 
allows individuals to exercise their interdepen- 
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dent preferences in the labor market? My utility 
may depend upon the income of my neighbor, but 
this would not influence my own wages or produc- 
tivity in the standard wage competition model. 
Like it or not, each individual would be paid his 
marginal product. 

The assumed irrelevance of interdependent 
preferences flows from two counterfactual assump- 
tions implicitly contained in the wage competi 
tion model. First, individuals are assumed to 
have fixed marginal products -- skills- -that they 
sell in the labor market. In fact individuals 
have a vector of possible marginal products 
depending upon their motivation. An unhappy 
worker can lower his productivity. Often the 
reduction can occur in such a manner that it is 
difficult and expensive to determine whether a 
worker has or has not reduced his productivity. 
While a worker's happiness or utility is irrele- 
vant if he has a fixed marginal product, it is 
highly relevant if he has a variable marginal 
product. Employers need to set a structure of 
wages that illicites voluntary cooperation and 
motivates their work force. The net result is an 
avenue whereby interdependent preferences can 
influence the wage structure. 

Second, individuals are assumed to be inter- 
changeable parts in the production process. In 

fact most production processes require a degree 
of teamwork that can only be acquired through 
on- the -job experience and a high degree of 
internal harmony. A team with a revolving member- 
ship or a team that is unhappy with its wage 
structure has a lower productivity than a team 
with a stable membership and satisfied with its 
wage structure. There is a high degree of truth 
in the old aphorism, "there is no institution 
that cannot be brought to its knees by working 
to rule." Efficient economic production does not 
occur if everyone does just what is required or 
what is compelled. The net result is an avenue 
whereby group preferences about a "just" wage 
structure can have a major impact on production. 

While economists have ignored the problem of 
getting individuals and groups of individuals up 
to their maximum productivity, industrial psy- 
chologists have made this a key problem. They 

ask how wages and other incentive systems can be 
used to promote maximum productivity. Economists 

see the work decisions as a zero -one decision 
where the individual either does or does not sell 
his time and a fixed productivity for the offered 
bribe. Industrial psychologists see the work 
decision as a more continuous decision. A person 
decides to work, but he also decides how much 
effort and cooperation to provide. Economists 
might respond that workers can always be fired 
if they are not producing at the agreed upon 
level, but this ignored the costs of hiring and 
firing, the costs of determining whose produc- 
tivity is below the norm, and the costs of 
disrupting the production team. While there is a 
limited role for inspection and punishment, 

productivity basically depends upon voluntary 
cooperation and this requires a wage structure 
that is in harmony with the interdependent pref- 
erences of the work force. 



Team wage structures lead_..to different wages 
for the same skill (a major puzzle for neo- 
classical economics). Some workers with a 
particular occupational skill play on high pro- 
ductivity teams while others play on low 
productivity teams. Raw unskilled labor makes 
a very different wage depending upon whether it 
plays for General Motors or for a Mississippi 
plantation. The two workers have exactly the 
same skill, but they are effectively segregated 
from each other. The low wage Mississippi farm 
worker is not allowed to make a bid for the job 
of the unskilled auto worker. One's employer 
becomes an important element in determining one's 
wages in a way that could not occur in a simple 
wage competition. The net result is a structure 
of wages that is often more homogenous within 
firms or industries than it is within occupations. 

The variability of individual and team pro- 
duction functions creates problems for a marginal 
productivity theory of distribution since there 
is not a distribution of marginal products but 
many potential distributions of marginal products. 
If an employer attempts to pay a group its 
marginal products and these ran counter to the 
interdependent preferences of the group, the 
employer may find a completely different set of 
marginal products from what he originally found. 
What is worse, an employer that attempts to 
impose a marginal productivity distribution of 
earnings on a contrary set of interdependent 
preferences finds that productivity substantially 
decreases in the process. Interdependent pref- 
erences lead to a situation where group and 
individual performances depend upon having a set 
of relative wages that the group itself regards 
as fair and equitable. 

Since their profits depend upon it, employers 
are anxious to establish a wage structure that 
their employers regard as equitable.. There is a 
profit maximizing wage structure, but it need not 
be a marginal productivity wage structure. In- 
dividual marginal products may have little to do 
with the structure of wages even if average wages 
are governed by average productivity. The 
structure of wages within this average depends 
upon the structure of interdependent preferences 
rather than upon the structure of individual 
marginal products. 

Interdependent preferences combined with self - 
controlled individual and team production 
functions leads to the rigidity that is prevelent 
in the wage structure. Wages are not flexible 
in the manner that neo- classical economics 
would hypothesize since rapid wage flexibility 
becomes counter -productive in production en- 
vironment where wage increases for one worker 
show up as a real wage (utility) reductions for 
others. This loss in utility causes them to 
lower their own productivity and to disrupt team 
activities. Given the need for production team- 
work and the existence of interdependent 
preferences, wages are negotiated and set on a 
team rather than an individual basis. Unions 
formalize and perhaps strengthen the process, but 
they do not cause it. Non -union profit maximiz- 
ing employers have the same interests. The same 
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wage rigidity is noted in the non -union sectors 
of the economy. 

II. The Analytical Problem 

Analytically the problem is to know what 
factors produce and alter interdependent prefer- 
ences and group norms of industrial justice. 
Sociologists have extensively studies this process 
under the title of "relative deprivation. "5 
Sociological studies indicate that individuals 
have strong feelings that economic benefits 
should be proportional to costs (i.e. effort, 
hardships, talents, and the like), but that 
equals should be treated equally. Since there 
are various "costs" and rewards (income, esteem, 
status, power, etc.) in any situation, the prob- 
lem immediately arises as to how equals are 
defined and how proportionality is to be deter- 
mined. 

This leads to the difficult problem of 
"reference group" determination. To what group 
do you belong and to what groups do you compare 
yourself when trying to determine whether you are 
being treated equally and proportionally. In any 
historical situation it is relatively easy to 
describe the different reference groups that 
exist, but it has proven difficult, or impossible, 
to find general principles that govern reference 
group determination. 

Reference groups seem to be both stable and 
restricted. People look at groups that are 
economically close to themselves and require 
great social shocks, such as wars and economic 
depressions, to change specifications of relative 
deprivation. Conceptions of what constitutes 
proportionality and equality tends to be heavily 
determined by history and culture. Distributions 
of the past are fair until proven unfair. 

This explains why inequalities in the distribu- 
tion of economic rewards that are much larger 
than inequalities in the distribution of personal 
characteristics seem to cause little dissatisfac- 
tion, and why people tend to ask for rather modest 
amounts if they are asked how much additional 
income they would like to be making. The happiest 
people seem to be those that do relatively well 
within their own reference group rather than those 
that do relatively well across the entire popula- 
tion. 

The importance of social shocks can be seen in 
the income changes caused by the Great Depression 
and World War II.6 In the Great Depression, an 
economic collapse was the mechanism for change. 
Large incomes simply had further to fall than 
small incomes. In World War II there was a con - 
census that the economic burdens of the war should 
be relatively equal ( "equal sacrifice ") shared, 
so the federal government used its economic con- 
trols over wages to achieve more equality. Wage 
policies during World War II were a manifestation 
of a change in the sociology of what constitutes 
"fair" wage differentials or relative deprivation. 
As a consequence of the widespread consensus that 
wage differentials should be reduced, it was 
possible to reduce wage differentials deliberately. 



After the Great Depression and World War II wage 
differentials had become embedded in the labor 
market for a number of years, these differentials 
became the new standard of relative deprivation 
and were regarded as the "just" wage differen- 
tials, even after the egalitarian pressures of 
World War II had disappeared. Basically the 
same differentials exist to this day --30 years 
later. 

It is important to note, however, that the new 
standards were not imposed by government or a 
reluctant population but were imposed on the 
labor market by population beliefs as to what 
constituted equity in wartime. No one knows 
how to engineer such changes in less extreme 
situations. 

The labor economics literature has the concept 
of relative deprivation under a different name- - 
wage contours./ Different groups of workers 
expect to be treated relatively equally and to 
have a fixed structure of wages with respect to 
other groups. Historical differentials are to 
be observed. In peace as opposed to war, wage 
controls are used to reestablish historical wage 
differentials in an effort to control inflation. 
It is thought that one of the major elements 
leading to wage inflation is the leapfrogging 
that occurs when wage structures start go get 
out of line with historical wage contours. One 
group gets ahead of its historical position and 
other groups attempt to reestablish their 
historical position, or even to get ahead so as 
to "get even" for the initial violation of 
"equity." As with relative deprivation, the wage 
contour theory runs into problems in that it 
seems to be impossible to find general principles 
for why specific wage contours exist. They are 
easy to describe but hard to explain. The in- 
ability to find analytical explanations of 
reference groups or wage contours makes it 

difficult to know how to alter reference groups 
or wage contours, but it in no way diminished 
their importance to the structure of wages. 

If utility functions are interdependent and 
conditioned by experience and history, relative 
wages may be rigid regardless of changes in the 
underlying distribution of marginal products. 
The historical wage differentials have the 
sanction of time. They are assumed to be just 
until proven unjust. Even more importantly, the 
longer they exist, the more they condition 
worker's beliefs about what constitutes justice 
and injustice. 

To say that relative earnings are conditioned 
by interdependent preferences is not to say that 
relative earnings are immutable. Slow changes 
in relative earnings might be accepted since they 
never seem to challenge the accepted norms. 
Relative deprivation does, however, stop short - 
run wage changes from being used as a market 
clearing mechanism. The static benefits to be 
gained by clearing markets with wage changes 
simply are not large enough to offset the losses 
from the labor disruptions that woad follow. 

As a consequence to understand the structure 
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of earnings and the factors that produce changes 
in it, it is necessary to have a sociology or 
psychology of interdependent preferences. Lack- 
ing a consistent theory of reference group 
determination, the sociology of wage determination 
is in--a rudimentary form, but this does not 
diminish its importance. Worker's views about 
what constitutes an "equitable" wage structure 
have an important role to play in the determina- 
tion of wages. Relative deprivation, wage 
contours, interdependent preferences, envy- -they 
all mean that economic stratification is man -made, 
but that it is to a large extent self- perpetuating 
and autonomous. 

III. The Need for Indicators of Equity Judgements 

This brings us back to the subject of labor 
force statistics. If it granted that interde- 
pendent preferences both exist and can influence 
the actual structure of wages, interdependent 
preferences become important in any efforts to 
alter the structure of earnings. To know how 
interdependent preferences affect the structure 
of earnings, it is necessary to know something 
about the structure of interdependent preferences. 
What is in fact regarded as a fair differential 
between two jobs? Do norms of social justice 
differ across geographic, racial, occupational, 
and industrial groups or are they general widely - 
shared American norms. Answers to all of these 
questions might be important in efforts to alter 
the structure of wages. 

Knowledge about the structure of interdependent 
preferences and changes in the structure of in- 
terdependent preferences is also necessary to 
study what, if any, factors cause changes in 
interdependent preferences. It may be true that 
only major wars can bring about changes, but this 
is only a hypothesis until some efforts are made 
empirically to measure interdependent preferences 
and until some efforts are made to see if any 
"controllable" variables have an influence upon 
them. 

I do not pretent to be an expert on attitudinal 
studies and the appropriate questions to ask in 
constructing valid statistical measures of equity 
judgements, but let me briefly indicate some of 
the kinds of things that might be useful. The 
basic need is to go beyond satisfaction measures 
to determine norms of social justice. What does 
the average worker perceive as the "fair" wage 
differential between the highest and lowest 
skilled worker in his place of work? Does this 
differential differ from the actual wage differ- 
ential? Similar results would be interesting for 
white collar workers and for managers. Now do 
these differentials differ from what would be 
perceived as a just distribution of wages across 
the entire economy? Should the highest paid 
worker make 100 times as much as the lowest worker 
or should he make 10 times as much? Obviously 
these are crude questions that need refinement, 
but they indicate the general type of information 
that might be useful. While it is interesting 
to know whether a worker is happy or unhappy 
(satisfied or unsatisfied), it would also be 
interesting to have some quantitative measures 



of what he perceives as fair or unfair. Satiso, 

faction and fairness are not necessarily the same 
thing. 
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DISCUSSION 
Richard P. Shore, U. S. Department of Labor 

Being neither a statistician nor an expert 

on social indicators, I feel somewhat conetraíned 

in expressing many definitive judgments about 
the three papers which have been presented- - 

other than commenting on their uniform excellenoN 

What I believe I can do well, and perhaps what 

should have been done in a prefatory statement, 

is to provide something of a. historical backdrop 

and a context for the papers which might enhance 

their meaning. Having accomplished this, I will 

then give some reactions to each. 
Six years ago, in the annual Manpower 

Report of the President, the then Secretary of 

Labor expressed the following conviction: "What 

a man's or a woman's work is like and what em- 

ployment means are crucial to the quality of 

American life. There is a danger of forgetting 

that the ultimate purpose of the economy - -and 

of employment as part of it --is to satisfy the 

needs of individuals, instead of the other way 

around. We must begin to consider and examine 

the meaning of employment --in terms of human 

satisfaction- -going beyond the earnings it pro- 

vides. The full significance of work can be 

identified only through examination of all the 

varied gratifications - -and deprivations --to 

which it leads. We are undertaking that 

examination." 
In a subsequent section of the Report, 

prefaced by the heading "Quality of Employment," 
this statement can be found: "If meaningful 
and generally acceptable indexes of the quality 
of employment are to be developed...the current 
limited efforts to refine concepts and measures, 
and to expand research on the complex inter- 
relationships among the characteristics of the 
individual, his job, and his environment must 
be greatly intensified. Efforts to date have 
served the more limited objectives of employers 
and academic scholars better than the much 
broader and more stringent requirements of 
national planning." 

Regretably, these requirements had not been 
met when, less than five years later, the 
Department of Health, Education, and Welfare 
released its now well -known examination of Work 
In America in the form of a report which, at 
least, sought "to lay the groundwork for changes 
in policy" regarding work and employment. As 
you may well know, many of the report's judg- 
ments about the condition of American workers, 
constituting much of the raison d'etre for its 
policy recommendations, proved to be highly 
controversial. I think that it would be useful 
for us to re- examine a few of them. 

According to Work In America, things have 
been changing, but "work has not changed fast 
enough to keep up with the rapid and widescale 
changes in worker attitudes, aspirations and 
values." As a consequence, "significant numbers 
of American workers are dissatisfied with the 
quality of their working lives...creating. an 
increasingly intolerable situation /with/ severe 
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repercussions...likely to be experienced in 
other parts of the social system." More 
specifically, we are told that "as work problems 
increase, there may be a consequent decline in 
physical and mental health, family stability, 
community participation and cohesiveness, and 
'balanced' sociopolitical attitudes, while there 
is an increase in drug and alcohol addiction, 
aggression, and delinquency." Finally, as to 

implications for Government Policy, "we have 
sufficient information about the relationship 
between work and heart disease, longevity, mental 
illness, and other health problems to warrant 
governmental action. That jobs can be made more 
satisfying and that this will lead to healthier 
and more productive workers and citizens is no 
longer in doubt." 

No one would dispute that these are pretty 
bold assertions, but many are likely to regard 
them as highly equivocal ones, perhaps more 
accurately characterized as hyptheses than as 
established principles. But let us continue to 
trace the path of recent history. 

In 1973, the Office of Management and 
Budget completed its extensive collation of 
data culminating in the publication of Social 
Indicators 1973, an extension, in a sense, of 
the Federal Government effort that began with 
the publication in 1969 of Toward A Social 
Report. In addition to its fairly predictable 
treatment of Employment Opportunities, the OMB 
report also makes a very commendable effort to 
characterize the Quality of Employment Life. 
Chosen to represent this concept were a measure 
of job satisfaction (as defined and operation - 

alized by the Michigan Survey Research Center) 
and a range of working conditions measures 
representing both contributory (benefit coverage) 
and outcome (work injuries) variables. 

While Social Indicators 1973 certainly 
deserves high marks for its accomplishments in 
collating a range of data which hitherto had not 
been assembled in such fashion, I suspect that 
most readers,whose expectations were heightened 
by the volume's impressive title, could not help 
but be disappointed. I do not intend this so 
much as a criticism of what was done as an ex- 
pression of my own disappointment of what was 
produced in relation to what was needed. In 

short, it was a reasonable beginning, but 
certainly more illustrative than definitive. 
"Quality of Employment," though still a useful 
referent term, was still in need of definition, 
conceptually and operationally. 

This need was probably nowhere more acute 
than in the Department of Labor where a little 
known but intensive debate was taking place 
regarding the "true" condition of the American 
worker. When it was proposed, as a few had the 

temerity to do, that the Department do battle, 
with the obscure, if not unseen, enemy called 

the quality of work or employment, the predict- 
able, perhaps invariable, response was: "Show 



me the data which establish the existence of a 
problem that justifies or requires Government 
attention." Regretably, the data necessary to 
build a case for action did not seem to exist. 
There was no compelling evidence, for example, 
that job satisfaction had declined either pre- 
cipitously or gradually, or that absenteeism 
was raging, or that productivity was disaster - 
ously sagging, or that we had been experiencing 
wholesale defection from the labor force. 

On the other hand, the protagonists in 

this dispute could point to the notable strides 
taken since World War II to improve the well- 
being of workers, in terms of wage levels, 
income security, job protection, and the. like. 

If there were in fact a case to be made, it 

obviously would have to be based on reliable 
data rather than catchwords, slogans, polemic 
and theory. It would require that we first 
establish just what it is that is important 
to measure and to improve. 

So it was on to the Bureau of Social 
Science Research with this "simple" request 
for assistance: "There seems to be something 
of a campaign afoot to improve the quality of 
work (or employment, or working life). It 

sounds like a reasonable national goal, but 
what specifically is it that we are or should 
be striving to change and how can we gage the 
progress of our change efforts ?" 

The three conceptual papers which have 
been presented here today deal with a subset 
of the several issues which are being addressed 
as part of that exercise. Each of them, in my 
view, makes a notable contribution to the over- 

all purpose of the project. 
I must confess to having a particular 

affinity for the Quinn paper, not because of 
the fact that much of its substance grows out 
of research --very excellent research -- supported 
by the Department of Labor, but because of what 
I have found to be a extraordinarily useful 
approach to conceptualizing and assessing the 
quality of employment. As Quinn points out, 
the quality- effectiveness strategy differs 

significantly from the OMB Social Indicators 
approach in that it deals with processes instead 
of outcomes alone. 

It not only seeks to provide explanations 
of what causes what, but more important, it 

establishes a basis for selecting points of 
intervention in the social system which are 
likely to bring about desired changes in out- 
come measures. 

The examination of the quality of employ- 
ment simultaneously from three different per- 
spectives has much to commend. This approach 
expands the more traditional conception of 
social indicators as criteria of individual 
well -being to include as well the many broader 
and equally legitimate organizational and 
societal interests in the character of employ- 
ment. Realistically, policy decisions are not 
going to be based exclusively on the measurable 
impact of employment on workers alone, but will 
take into account as well the consequences for 

other concerned parties as well as society 
generally. 
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This three -way approach to assessment 
serves well both to highlight the value di- 
mension of social indicators and to locate it 
more sensibly at the outcome or effectiveness 
end of the cause- effect equation than at the 
working conditions end as is commonly done. 
Too many contentious statements already have 
been made regarding the attributes which are 
supposed to characterize good and bad jobs. 
This kind of debate is better resolved empirically 
than theoretically or polemically, by establish- 
ing what the specific consequences are of any 
particular job attribute. 

Of course the beauty of the tri- perspective 
approach to assessing the quality of employment 
is somewhat marred by an inevitable complication. 
Despite the optimistic assumption subscribed to 
by some that conditions of employment which best 
serve the needs of workers also further the 
interests of employers and others, there is no 
sound basis for concluding that all good things 
necessarily go together. Research now underway 
at the Survey Research Center, with Labor 
Department sponsorship, hopefully will shed badly 
needed light on what form is in fact taken by 
the "structure of effectiveness." It seems 
reasonable to anticipate, however, that there 
are likely to be conflicts -- perhaps substantial 
ones --among the three basic perspectives with 
respect to at least some conditions of employ- 
ment. The method for their resolution is by no 
means obvious. Notwithstanding Quinn's assertion 
that the selection of dominant perspectives in 
cases of conflict should be made by "those indi- 
viduals, groups, and organizations whose positions 
confer on them the legitimacy (emphasis added) to 
make such decisions." If there are any univer- 
sally accepted criteria of legitimacy, I am not 
aware what they may be or how they became 
established. 

A somewhat related problem concerns the 
selection from among the broad set of working 
condition variables some subset that might best 
occupy our attention in monitoring the quality 
of work. I agree with Quinn that this choice 
should certainly include those conditions that 
impact significantly on effectiveness criteria 
that are important to all three perspectives. 
However, this is a necessary but not sufficient 
basis of choice. It stands to reason that there 
are conditions which significantly affect workers, 
for example, that have little impact on employer 
interests. I doubt the wisdom of assigning such 
conditions to a low(er) order of priority merely 
on the basis of their negligible implications 
for employer goal achievement. 

Land, like Quinn, argues the importance of 
establishing cause- effect linkages between out- 
come indicators and antecedent conditions, al- 
though the relationships he examines are with 
broad social and economic conditions rather than 
specific features of employment. Using job satis- 
faction as an aggregate social indicator, Land 
describes two tentative models he has developed 
to illustrate how job satisfaction can be estab- 
lished as an indicator of social change. 

In attempting to relate trends in aggregate 
job satisfaction to the basic economic indicator 



of the unemployment rate, Land is immediately 

confronted with a formidible methodological 

problem: the doubtful reliability and inter- 

pretability of available statistics on job 

satisfaction. It is no easy matter to plot 

trends in job satisfaction, notwithstanding the 

deceptively facile judgments that some observers 

have made in the last few years. In addition to 

suffering from the limitation of excessively high 

standard errors, existing data on job satisfac- 

tion reflect rather substantial variance in 
question wording. There is a reasonable basis 

for doubting the comparability, for example, of 

answers to questions about satisfaction with 
"your and satisfaction with "the work you 
do." This measurement problem is rather nicely 

illustrated in the appendix of a monograph 
written by Quinn for the Department of Labor 
(Job Satisfaction: Is There a Trend ?, Manpower 

Administration Monograph No. 30). I urge you to 

read it. 
In examining the linkage between satis- 

faction and unemployment rate, Land finds a 

significant inverse relationship between the two 

indexes, with the former increasing as the latter 

decreases. The hypothesis he offers up to 

account for this correlation seem plausbile 

enough, although I suspect that other equally 
plausuible ones could be generated. I do find 

particular favor, however, with the notion that 

the relationship may in part be a function of 

general changes in life satisfaction. I have 

long been puzzled by the neglect of the obverse 

of the popular "spillover" hypothesis; i.e., 

general life circumstances influencing work 
experience. 

It is notable too that Land's findings and 
interpretations run counter to what I sense is 
the prevailing wisdom around the Labor Department 
Although the popular view is that job satisfac- 
tion and unemployment are likely to be correlated, 
the relationship is assumed to be direct rather 
than inverse, with increases in unemployment 
accompanied by increases in job satisfaction. 
Presumably, during periods of rising unemploy- 
ment, workers are so damned thankful to have any 
job at all that they overlook or play down those 
features of employment which might otherwise dis- 
tress them. I think the lesson to be learned 
here is the importance of defining issues and 
developing policy on the basis of empirical data 
rather than gut feelings and highly personalized 
views of the world. A system of social indica- 
tors of the quality of employment obviously has 
much to offer in this respect. 

Land's second model, establishing linkages 
between satisfaction and both occupational status 
and age, is also provocative. Although I find 

the logic of his analysis and the predictive 
power of the model fairly impressive, I think it 
best that we reserve final judgment until there 
is some opportunity to test the accuracy of his 
projections to the decade of the 1970's. It is 

well that we accept his acknowledgement that 
both these models are quite tentative and that 
they are merely illustrative of how job satis- 
faction can be given interpretive value as a 

social indicator. 
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Of course, even if we assume that both 
models are essentially valid, we are faced with 
no small challenge in deriving policy implica- 
tions regarding the enhancement of job satis- 
faction. With his tongue in perhaps both cheeks, 
Land suggests three possibilities -- eliminate 
unemployment, bar those under 29 from employ- 
ment, and abolish blue -collar jobs. I trust 
that we can be equally imaginative in discover- 
ing some more viable options. It may be that 
the much maligned Work In America treatise 
deserves more careful consideration in this 
regard. 

Finally, a few thoughts about Thurow and 
his treatment of equity in the world of work. 
Having been subjected these past few years to 
the tyranny of neo- classical economists, it is 

exhilarating to find that there are other 
economic perspectives that are alive and well, 
and to hear it conceded that there are dis- 
ciplines other than economics which may have 
something to contribute to the definition and 
solution of social problems. I might add that 
I was forewarned that the Thurow brand of 
economics is both mushy soft and dangerous, and 
that I should be wary of giving any implicit 
endorsement to his efforts to subvert or mon- 
grelize the discipline by conceding that sociol- 
ogists and psychologists have something of value 
to 'contribute in attempting to understand and 
shape the world of work. For the while at least 
I will take my chances and do penance if neces- 
sary after I rejoin the proponents of the true 
faith in Washington. 

The concept of interdependent preferences 
and the issue of equity are of obvious concern 
in the development of a social indicators scheme. 

Indeed, I would be inclined to go beyond their 
pertinence to the matter of wage structure and 
apply a criterion of equity to other, non- 
economic (or at least less economic) conditions 
of employment. Equity is a basis for differen- 
tiating among occupational groups with respect 
to job security, comfort and safety, and other 
amenities of employment as well as in terms of 
wage benefits. 

Although I disagree with many of his 
interpretations, I do concur with the basic 
tenor of Robert Schrank's treatment of what he 
calls "schmoozing" in the May 1974 issue of 
Industrial Relations. This quite unique term is 
used to describe a range of opportunities avail- 
able to some work groups that are not available 
to other groups - -the freedom to make adjustments 
in standard working hours, the opportunity to 
use a telephone while at work, and the chance 
to engage in casual socializing in the work place. 
Government white -collar workers and assembly line 
workers present picture of striking contrasts in 

this regard. Schrank argues that the many amen- 
ities available to white -collar workers generally 
which are denied to blue -collar workers produce 
considerable resentment. I suspect that he is 
correct, although I know of no basis for gaging 
either its prevalence or its intensity. 
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With this method, the unrelated question data are 
treated as a separate sample for estimating pur- 
poses. As long as the probabilities are not 
equal, the sample estimate can be obtained in the 
following manner: 

Introduction 

Response effects in surveys are a major con- 
cern to users and gatherers of survey data and 
have received wide attention in the literature. 
Sudman and Bradburn list more than 900 articles 
in their recent book Response Effects in Surveys. 
(35, 36) Two of the most important variables 
that have been studied are question threat (6, 12, 
13, 14, 15, 

tion. (4, 5, 

29, 31, 32, 

17, 

7, 

33, 

21, 

8, 

34, 

26) and method of administra- 
9, 10, 18, 20, 22, 23, 25, 28, 

38, 40, 42, 43, 44, 45) 
Usually these have not been studied jointly, nor 
has there been any validation of response. 

The purpose of this study was to examine the 
joint effects of question threat and method of 
administration on response distortion. Another 
major objective was to study the randomized 
response model which has been described in sev- 
eral recent articles (2, 3, 11, 16, 19, 30, 41) as 
a technique to reduce or completely eliminate re- 
sponse distortion of threatening or personal ques- 
tions. A brief discussion of this method is 
given below. 

Random Response Model 

The randomized response model was developed 
by Warner (41) as a technique to reduce response 
distortion of threatening or personal questions. 
By using a probability mechanism, the respondent 
answers one of two questions selected randomly, 
but the interviewer does not know what question 
was answered. Generally, the respondent would 
answer one of the following questions "Yes" or 
fun 

I am a member of Group A. 
I am not a member of Group A. 

By knowing the probability of answering each ques- 
tion, the sample size, and the total number of 
"yes" replies; the true proportion of the popula- 
tion that are members of Group A can be estimated. 
Warner feels that the potential advantages of the 
technique depend on the actual cooperation that is 
achieved by the model. Warner notes that the ran- 
domized response technique can be used to estimate 
distributions other than a simple dichotomous var- 
iable. For example, estimating the proportion of 
a population in particular income classes can be 
accomplished by asking the respondent to make five 
separate randomized responses of whether`or not he 
is in each of the five classes. 

Horvitz, Shah, and Simmons (19) suggest that 
the technique developed by Simmons of using unre- 
lated questions in the randomized response model 
is a valuable modification. It is felt that this 
will help to overcome the respondent's suspicions 
and thus increase cooperation. With this modifi- 
cation, one question should be threatening and the 
other innocuous and unrelated. The questions 
should read as follows: 

I am a member of Group A. 
I am a member of Group B. 
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Given: 

= true proportion with attribute A 

P1 probability that the 
am a member of Group 
by the respondent 

P2 probability that the 
am a member of Group 
by the respondent 

= true proportion with 

= proportion of "yes" answers 

The sample estimate can be determined by: 

(1 - P 
1 
) 

statement "I 
A" is answered 

statement "I 
B" is answered 

attribute y 

p 
1 

Design of the Study 

The study looks at four interview techniques: 
face -to -face, telephone, self -administered, and 
the random response model. Figure 1 shows the 
design including the four levels of threatening 
questions. It was planned that there would be 
fifty respondents per cell and therefore a total 
sample size of eight hundred. 

The threat dimension includes questions 
about the ownership of a Chicago Public Library 
card, voter registration and voting behavior, in- 
volvement in bankruptcy, and being charged with 
drunken driving. These four topics were chosen 
because a priori we believed that the level of 
threat increases as one goes from a question on 
having a library card to one on being charged 
with drunken driving. In addition, for these 
questions it was possible to obtain validation in- 

formation from public records. Thus, in the 
results it is possible not only to see what dif- 
ferences there are by method of administration and 
threat, but also the actual response error. 

The respondents in the face -to -face bank- 
ruptcy cell had all declared bankruptcy in the 
recent past. The respondents in the drunken 
driving cells had all been charged with drunken 
driving in a time period not less than 6 months or 
more than 12 months from the date of the study. 
The respondents in the library card and voting 
behavior cells were drawn from a random sample and 
validated from Chicago Public Library and city 
voting records. This was done after the ques- 
tionnaire was administered. We ignore in this ex- 
periment possible errors in lists of library card 
holders and voters such as mis- filing or mis- 
spelling of names. There is no reason to believe 
that such errors would be related to method of 



administration of questions. 

It was recognized that our a priori judge- 
ment of threat might not be the same as the re- 
spondent's. Thus, while we thought admission of 
bankruptcy to be highly threatening because it is 
viewed as a personal failure, some people could 
see it as a shrewd business tactic to alleviate 
debt. After the main part of the interview was 
completed, respondents were asked about how 
threatening they found the questions. The 
responses to these questions were combined to 
form an acute anxiety scale. A measure of 
chronic anxiety was also obtained so that response 
effect could be related to chronic, acute and 
total anxiety. Chronic anxiety was measured by 
the Bendig Short Form (1) of the Taylor Manifest 
Anxiety Scale (37). 

The interviewing was done in Chicago by in- 
terviewers trained and supervised by the National 
Opinion Research Center of the University of 
Chicago. Interviewer assignments were randomized 
over the different methods of administration, but 
interviewers were matched on race. 

Interview Completion Rates 

The rate of completed interviews varied by 
method and group. Table 1 shows the percent com- 
pleted by method and sample. The overall comple- 
tion rate was 72.2% of 941 interviews. This is 
about average for a sample in a large city. Use 
of the telephone achieved the highest interview 
completion rate. It did better than the other 
three methods across all sample types except in 
the bankruptcy sample when comparing it to per- 
sonal interviewing. 

Table 1 

Percent of Completed Interviews by Method of 
Administration and Sample 

Methods 
Sample 

General 
Sample' Bankrupts 

Drunken 
Drivers Total 

Personal 76.0 70.3 57.1 67.8 
Interview n =125 n=54 n=63 n=242 

Telephone 89.9 68.3 77.8 76.6 
n =109 n=60 n=63 n=232 

Self 75.4 59.3 47.5 60.7 
Administered n =114 n=59 n=61 n=234 

Random Response 77.6 67.2 58.1 67.6 

n =116 n=55 n=62 n=233 

TOTAL 79.7 66.2 60.1 
n =464 n =228 n=249 

It is interesting to note that the telephone 
was relatively more successful in getting com- 
pleted interviews with drunken drivers. The self - 
administered technique where the interviewer left 
a questionnaire and picked it up later did about 
as well as personal interviewing and the random 
response model in the general sample. However, 
self administration did not do nearly as well for 
the bankruptcy and drunken driving samples where a 
large fraction of the respondents had not finished 

22 

high school. The random response method achieved 
completion rates similar to personal interviewing. 

It was much more difficult to locate the 
bankrupts and drunken drivers and this factor was 
the major source of not completing interviews with 
these groups. About 90 per cent of the non -in- 
terviews with bankrupts and 80 per cent of non - 
interviews with drunken drivers were due to the 
interviewers inability to locate the respondent. 

RESULTS 

The main findings of the study are shown in 
Table 2. The data are presented as proportions 
of distortion for each of the twenty cells repre- 
senting different conditions. The results re- 
present the proportion of respondents in each con- 
dition who gave distorted answers. The propor- 
tion of distortion in each cell is defined as the 
absolute value of the difference divided by the 
total sample size: 

Distortion - 
Response - Validated 

Total N 

Table 2 is organized so that the threat 
dimension increases for most method conditions 
from low to high distortion. 

In all cases, except the random response - 
bankruptcy cell (.00), the proportions of dis- 
tortion increase as threat increases. The threat 
dimension has been reordered because the voter 
registration question was least distorting across 
all four methods. The library card question ap- 
peared to be more threatening than voter regis- 
tration. Voting in the primary election had a 
higher rate of distortion than the bankruptcy 
question in all method conditions. (Some of this 

may have been due to errors in the list of pri- 
mary voters.) The drunken driving question, with 

the exception of the random response cell, had the 
highest distortion rate. 

Looking down the columns of Table 2, the met- 

hod treatment findings are not as clear cut. At 

the low end of the threat dimension (voter regis- 

tration and library card), the self -administered 

method does have a lower distortion rate than the 

two more personal methods (face -to -face and tele- 

phone interviewing). As question threat increases, 

self -administration does not continue to reduce 

distortion relative to the other two methods. In 

the drunken driving cell, self -administered forms 

had a higher bias than the more personal methods. 

The fact that the self -administered technique did 

no better in reducing bias for threatening ques- 

tions than the other methods is in keeping with 

Cannell and Fowler's (5, p.254) findings. They 

found that comparisons of self -administered and 

personal interviewing data showed no method ef- 

fect in the reporting of threatening material. 

The relation between personal interviewing 

and telephoning is also interesting. At low 

threat levels, the distortion on the face -to -face 

interview is slightly lower than on phone inter- 

views. As the questions become more threatening, 

face -to -face interviews have larger errors than 

phone interviews. This supports, although 

weakly, Hyman's theory that the degree of social 
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Table 2 

Proportion of Distorted Responses 

Threat 

Methods 
Voter 

Registration 
Library 
Card 

Bank- 
ruptcy 

Vote 
Primary 

Drunken 
Driving 

Face-to-face .15 .19 .32 .39 .47 

n=92 n=93 n=38 n=80 n=30 

Telephone .17 .21 .29 .31 .46 

n=89 n=97 n=41 n=77 n=46 

Self- Administered .12 .18 .32 .36 .54 

n =80 n =82 n =31 n =74 n =28 

Random Response .11 .26 .00 .48 .35 

n =61 n =61 n =26 n =50 n =23 

involvement or "physical presence" of the inter- 
viewer can contribute to response distortion. As 
the interviewer is removed to a telephoning sit- 
uation and the questions become more personal, 
the physical absence of the interviewer tends to 
reduce social involvement and telephoning becomes 
less distorting than personal interviewing. 

The random response model tended to produce 
higher variances across threat treatments. The 
range of results ran from (.00) distortion in the 
bankruptcy cell to .48 in the voting cell. In 

the highest threat condition, random response 
yielded the lowest rate of distortion. However, 
in the March primary voting question the model 
yielded the greatest distortion. In a somewhat 
threatening bankruptcy question, the distortion 
was zero. 

The bankruptcy variable is unique in that 
part of the sample might not have perceived the 

question as threatening but rather an opportunity 
to tell of a shrewd business maneuver. This 
point causes difficulty in evaluating the raw 
proportions. However, in the drunken driving 
condition, the model was the lowest in response 
bias. Initially as one looks across the treat- 
ments, it is difficult to evaluate the model's 
performance in total. The random response 
technique did not, however, remove all error from 
the responses. 

Another way of looking at the data in Table 
2 is to note that response errors may be due 
either to over -reporting a socially desirable act 
such as owning a library card, being registered 
to vote or voting in the primary election, or 
under -reporting a socially undesirable act such 
as being involved in a bankruptcy proceeding or 
being charged with drunken driving. Generally, 
admitting a socially undesirable act is more 
threatening, but Table 1 indicates that not 
voting in the primary election was considered 
more threatening than having declared bankruptcy. 

It is evident that random response pro- 
cedures are least effective in reducing over - 
reporting of socially desirable acts. If any- 
thing, they are even worse than face -to -face 
interviews. (The randomized response questions 
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were, of course, asked in the context of a face - 
to -face interview.) Self- administered and 
telephone interviews work best on reducing over- 
statements. The same results were found by Weiss 
(43). 

On the other hand, randomized response pro- 
cedures are most effective in reducing under- 
reporting of socially undesirable acts while self - 
administered forms are least effective, with face - 
to -face and telephone methods in the middle. 

In order to test the statistical significance 
of the results in Table 2, an analysis of variance 
was run on the raw data. Table 3 presents the 
results of these computations. It can be seen 
that the threat treatment was significant at the 
.01 level. The method effect, however, was not 

significant. 

Table 3 

Analysis of Variance of Proportional Data 

Source 
Sum of 
Squares df 

Mean 
Square F Ratio 

Treatment A 
(method) .75 3 .25 .516 

Treatment B 
(threat) 13.40 4 3.35 5.41* 

Residual 5.808 12 .484 

* 

Significant at .01 level 

With only one observation per cell it is im- 

possible to determine within cell variance. Kirk 

(24 p.227) outlines a procedure for handling ANOVA 

with n =1. Tukey's (39) test procedure for one de- 

gree of freedom was modified by Kirk for a facto - 

ial design experiment. If Tukey's F -test for non - 

additivity is insignificant, the interaction term 

may be used to test the treatment effects. The 

interaction in the data for this study was not 

significant. 

The data were also transformed using an arcsin 

transformation. (Winer (46), pp. 399 -400) An 

analysis of variance was run on the transformed 

data to see if the results differed from those 



reported in Table 3. Again the method effect was 
not significant and the threat effect was signi- 
ficant at the .01 level. 

Random Response Model 

In addition to the results of Table 2, there 
are other observations that one might make about 
this relatively new techniqub. Generally the 
model was well received by both interviewer and 
respondent. During the course of the interview, 
only 5% of the sample who used the random re- 
sponse model said it was confusing, silly, or 
unnecessary. 

The interviewers were asked to evaluate each 
respondent's reaction to the random response box. 
Table 4 shows the results of each question by 
sample type. The general sample and bankrupts 
appear to follow the same distribution. However, 
the percentages of "yes" responses for the 
drunken drivers drops off somewhat. 

Chronic and Acute Anxiety 

Chronic anxiety was significantly related to 
response distortion for personal interviewing and 
self -administration but not for telephoning. The 
telephone method appeared to be more stable than 
the other methods across anxiety groups. 

One of the principal reasons for taking acute 
measures was to validate the threat dimension. 
Generally, the dimension was validated with lib- 
rary card and voting behavior at the low end and 
court and traffic questions at the high end. 

Response distortions were significantly different 
between the high and low acute groups. The acute 
effect was significant at the .05 level but 
method of administration proved to be insignifi- 
cant. There were significant differences between 
high and medium acute groups with personal inter- 
viewing and between high and low acutes using 
self- administered forms. Telephoning did not 
show any significant differences between groups 
that differed in acute anxiety. The distortion 
rate for the telephone method was also the lowest 

across acute groups. The random response model 
produced acute anxiety scores that were generally 
higher than or close to personal interviewing. 
Further discussion of these relations is found in 
Locander (27) . 

DISCUSSION AND IMPLICATIONS 

It is clear from the findings of this experi- 
ment that no data collection method is superior 
to all other methods for all types of threatening 
questions. If one looks for significant differ- 
ences, then none of the methods differ among 
themselves and one is free to use whatever pro- 
cedure is most convenient. 

If one accepts the results at face value, 
then each of the data -gathering methods is best 
under certain conditions. The randomized re- 

sponse procedure gives the lowest distortion on 

threatening questions asking about the perfor- 
mance of socially undesirable acts. It is ob- 

vious, however, that one does not always obtain 
unbiased answers using random response models. 
The 35 per cent understatement of drunken driving 
is still a major response bias, although lower 
than for other methods. The use of randomized 
response procedures does not permit any multi- 
variate analysis of the relation between the 
threatening question and independent variables, 
unless very large samples are screened. For 

many uses, the loss of information from using 
randomized response would not be compensated by 
a modest reduction in response bias. 

Table 4 

Self- administered procedures are slightly 
better than other methods for reducing the over- 
statements on questions asking about performance 
of socially desirable acts, but are worst on 

questions that ask about undesirable acts. In 

addition, the cooperation rate is lowest for 

self- administered questionnaires. 

There do not appear to be any meaningful 
differences in response bias between telephone 
and face -to -face interviews in this experiment 
except that, for this large city sample, the 

Interviewer's Answers to Questions About the 
Random Response Model 

Question 

Response 
General 
Sample Bankrupts 

Drunken 
Drivers 

1) Do you think the respon- 
dent understood the 
use of the random 
response box? 

2) Do you think the respon- 
dent accepted the ex- 
planation of the box 
and believed that his/ 
her answers really 
were private? 

Yes 

No 

DK 

Yes 

No 

DK 

90 % 

8.9% 

1.1% 

92.2% 

6.7% 

1.1% 

n=90 

89.2% 

5.4% 

5.4% 

89.2% 

5.4% 

5.4% 

n=37 

78.4% 

18.9% 

2.7% 

78.4% 

5.4% 

16.2% 

n=37 
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sample cooperation was highest by telephone. 
This study again indicates the usefulness of 
telephone procedures especially in metropolitan 
areas. 

Ultimately the conclusion is that highly 
threatening questions have high response biases 
that are not greatly affected by the way in which 
the question is asked, even if privacy is pre- 
served. 
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DISCUSSION 

D. G. Horvitz, Research Triangle Institute 

My evaluation of this paper is, in general, 
favorable. The authors are to be congratulated 
for carrying out a type of study which is badly 
needed by those of us interested in the design of 
surveys and in the overall quality of survey 
data. Despite the widely recognized need to be 
concerned with the magnitude of reporting biases 
in surveys, significant validation studies have 
been rather few in number. 

The results of this study indicate, at least 
in part, the magnitude and range of the net bias 
for questions of a "threatening" nature. The 
authors prefer to use the term "response distor- 
tion" rather than "response bias" and I would 
appreciate a comment as to why they choose to 
deviate from usual terminology. Since the esti- 
mated "distortions" or "biases" for the random 
samples (i.e., library card, voter registration, 
and primary voter) range from .11 to .48 over the 
four methods of administration, I would be quite 
concerned about the validity of survey data on 
these items regardless of the method of adminis- 
tration. The proportions of distorted responses 
shown in Table 2 for "bankruptcy" and "drunken 
driving" do not have the same immediate interpre- 
tation (of consequences) since the samples for 
these items were all in the sensitive behavioral 
category. Thus, if only 2 percent of all drivers 
have been charged with driving under the influ- 
ence then an estimate with a .35 reporting bias 
among "drunk drivers" would lead to an estimate 
of 1.3 percent in this category among all drivers 
or a net bias of .7 percent. The relative bias 
of .7/2 or 35 percent remains large, of course. 

While the authors devote a considerable por- 
tion of their paper to comparisons of the four 
methods of administration, I am not certain that 
very much of their discussion is justified since, 
as the paper notes, there are few, if any, 
statistically significant differences. This does 
not imply that, to quote the paper, "one is free 
to use whatever procedure is most convenient" end 
quote. A more appropriate way to proceed, in 
opinion, would be to take a total survey design 
approach in which a portion of the total resources 
available for data collection is allocated to 
validating the actual state or behavioral class 
of a sample of the respondents (provided such 
validation is possible). Thus, in the case of 
the item "voting in the most recent primary elec- 
tion," some of the survey budget would be spent 
on checking official voting records for some 
random portion of the total sample in order to 
estimate the net bias in this item. Thus, a two 
phase or double sampling scheme is envisaged in 
which a cost function (including the costs of 
collecting the data directly from a large sample 
together with the costs of error validation for a 
subsample) together with the variance function is 
used to determine the most efficient allocation 
of resources to the two phases. 

This is but a simple example of the total 
survey design approach in which a balanced 
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allocation of available resources among the 
various sources of error is sought. Recently, 

Judith Lessler, completed a thesis concerned with 
this very problem. She was able to determine, 
using total error models for both self - 
administered and interviewer administered instru- 
ments, conditions under which one should 
(a) allocate their entire resources to a single 
but faulty measurement method or (b) use a double 
sampling scheme with some resources allocated to 
"error- free" (or validation) measurements or 
(c) allocate all resources to "error- free" 
measurements. The error models used by Lessler 
included response variance components as well as 
sampling variance and net bias in the self - 
administered case and (in addition) correlated 
response variance terms in the interviewer 
administered case. 

The optimum allocation (or sample sizes) 
depends, naturally, on costs as well as on the 
type and magnitude of the various components of 
error. Clearly, data on the costs of the various 
alternative data collection methods as well as 
the biases and error variances associated with 
each method are essential to achieving optimum or 
balanced survey designs. Studies such as just 
was reported here should emphasize estimating the 
cost components as well as measurement error 
components. 

The comparison (in this paper) of the 
randomized response (RR) technique with direct 
questions apparently is based solely on the 
estimated bias (response distortion). Since the 
variance of the RR estimate is larger than for a 
direct question with the same sample size, it 
would have been better to compare root mean 
square errors, rather than just the net biases. 
Or better yet, root mean square errors for a 
given data collection investment. 

The paper does not describe the RR devices 
that were used. It clearly should in any 
published version. The paper also attempts to 
minimize the potential value of RR procedures 
which I don't feel is warranted. RE as a device 
for reducing the bias in responses to threatening 
questions is in the earliest stages of its 
development. It has had rather varied success in 
tests by others, some providing very positive 
and heartening results; others were complete 
failures or at best not very good. 

It is noted that RR provided an exact answer 
for the bankruptcy item in this study, but an 
underreport bias of .35 for "drunk driving." A 
recent validation test by Folsom with a sample of 
indicted drunk drivers (DUI's) had rather 
different results, with 15 percent underreporting 
with the direct question (self -administered) and 
28 percent underreporting with RR. The results 
here today, taken at face value, seem to contra- 
dict Folsom's results. Folsom noted that Locander 
et al. also used the RR device on several less 
sensitive questions before the DUI trial which 



may have helped to convince respondents that the 
device was truly random and did in fact protect 
their privacy. 

Folsom concluded that there is a definite 
need for more extensive research into alternate 
ways of asking sensitive questions and I agree. 
This means testing a wide range of questioning 
methods, including RR. Coin flip devices which 
have been tried by several researchers offer some 
promise. One coin flip version, for example, 
suggested by Dawes instructs the respondent to 
say "yes" if the coin comes up "heads" and "to 
answer the sensitive question" if the coin comes 
up "tails." There is a large variance penalty 
with this technique- -the variance of the estimate 
of the proportion with the sensitive attribute is 
four times the variance for a direct question 
with no response bias. On the other hand, the 
respondents know that at least half the time (on 
the average) there will be a "yes" response which 
offers quite a bit of protection. [Folsom used 
a device with 35 red, 4 white and 11 blue beads. 
Thus the probability was only .22 that a "yes" 
response refers to the selection of a nonsensi- 
tive blue bead compared to .50 with the coin 
flip.] 

Locander et al. conclude that "threatening 
questions have high response biases" and I agree. 
They also conclude that these response biases 
"are not greatly affected by the way in which the 
question is asked, even if privacy is preserved." 
I cannot agree that this conclusion is warranted 
from their study. Much more research and testing 
of alternatives is needed. Ultimately, as I have 
attempted to say earlier, we need survey designs 
which will permit the total error to be assessed 
by the survey data, just as probability samples 
permit objective assessment of the sampling 
error. Such survey designs could involve a com- 
bination of direct questioning and RR. 
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We live in a period where concerns about 
preserving privacy and confidentiality are para- 
mount. As survey researchers we need to be 
prepared with techniques which will protect 
respondents to the fullest extent from invasions 
of privacy. I urge you all to undertake method- 
ological studies -- particularly validating 
studies --of the now very numerous alternative RR 
procedures for collecting data on personally 
threatening subjects. These studies are essen- 
tial since, in my view, without them we may find 
ourselves in a position of being prevented by law 
from collecting any data on these subjects in any 
form or manner whatsoever. This may sound overly 
pessimistic to many of you. I don't think it 
is- -there is already legislation before the 
Congress which suggests, if enacted, that the 
ability to collect important social and behav- 
ioral data considered to be of a private nature 
will be limited in the future. 
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DISCUSSION 
Roy D. Hickman, Iowa State University 

The work by Locander, Sudman and Bradburn 
represents an interesting and provacative inves- 
tigation in an area of survey methodology needing 
more intensive research. I recall a statement 
made by W. E. Deming many years ago which I para- 

phrase as closely as possible: "Much research 
time and effort has gone into the development of 
methods by which sampling error may be reduced or 
minimized; however, I am convinced that non- 
sampling errors (response and nonresponse errors) 
make up the larger part of the total error in- 
curred in most sample surveys." This paper bears 
directly on the problem of nonsampling errors, 
since it considers the effects of question threat 
and method of administration on response distor- 
tion. 

It was surprising that the telephone 
achieved a response rate so much higher than the 
personal interview. This may have been due to 
difficulty in "getting in the door" on the per- 
sonal interviews. Regarding the self -administered 
technique, I am not sure how level of education 
may have influenced response rate. It is probable 
that this differential results from more basic 
psychological characteristics of the subgroups. 

For the methods other than randomized re- 
sponse, it would be interesting to consider the 
empirical distribution of the response errors, 
that is, of the persons possessing the character- 
istic, the proportion who reported they did not, 
and alternatively, of the persons not possessing 
the characteristic, the proportion who reported 
that they did. 

We note that the questions were reordered on 
the threat dimension on the basis of the distor- 
tion estimates. For the library and voting items, 
it is difficult to assess the degree to which 
errors in the validation procedure may have in- 
fluenced these distortion estimates. Also, the 
authors seem to imply that response errors, as 

they relate to the threat dimension, are conscious 
and willful errors by the respondent. However, 
there is evidence that on questions regarding 
voting behavior, errors may be related more to 
recall and memory, that is, nonwillful errors. 
One might hypothesize that degree of recall is 
related to the threat dimension. For instance, a 
respondent might incorrectly recall and report 
voting behavior, but one is not likely to forget 
a drunken driving citation. 

The randomized response technique seems to 
have been well received, as measured by the inter- 
viewer's evaluation of the respondent's reaction. 
It would have been interesting to have asked 
questions of the respondent using the randomized 
response technique itself; it is conceivable that 
these questions may be, in some cases, rather 
high on the threat dimension. It would also be 
informative to know the interviewer's reaction to 
the use of the technique. 

I would like to make a few comments on our 
experiences with various interviewing methods at 
the Statistical Laboratory, Iowa State University. 
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We have continued to rely upon face -to -face per- 
sonal interview as the primary method for data 
collection. On occasion, we have used the tele- 
phone, primarily on reinterviews and on surveys 
where respondents have been screened on certain 
characteristics for further interview. As com- 
pared to the face -to -face method, the costs 
associated with such telephone interviews have 
generally been about half as large, and there has 
been little difference in response rates. I 

mention two problems associated with the tele- 
phone method: 1) the difficulty of obtaining an 
accurate and usable frame for sample selection, 
and 2) the restriction upon length and complexity 
of the questionnaire. 

We have not utilized the methods of self - 
administration or of randomized response. Self - 
administration does eliminate potential bias due 
to interviewer -respondent interaction; however, 
for attitudinal questions relating to a specific 
person, there is a real hazard of confounding 
this individual's responses with those of other 
members of the household or family. We hope to 
experiment with the randomized response method in 
the future, although our reservations are 1) the 
possibility of an adverse respondent reaction, 
and 2) the difficulties encountered in performing 
multivariate data analysis, such as regression, 
with randomized responses. Nevertheless, we 
realize that, for certain very sensitive ques- 
tions, one may be willing to (and should) forego 
such reservations in order to decrease response 
bias. 

On a survey of farm operators in western 
Iowa, we are currently tape -recording face -to- 
face interviews. This study employs a somewhat 
difficult questionnaire which attempts to assess 
a farmer's reaction to alternative soil and water 
conservation plans for his farm. In the pretest, 

we found that respondents had no negative re- 
action to the method and displayed little reluc- 
tance to the use of the recorder. It remains to 

be seen how effective the method will be in this 
particular instance. We foresee some difficulty 
in the coding of the responses. 

Regarding the subject of response errors, we 
have found that they may be sizable, depending 
upon the type of questions and the length of time 
reference. In a recent study of response error 

and interviewer effect with a survey of farm 
operators, utilizing a reinterview procedure, 
respondent response variances for certain ques- 
tions were as high as 56 percent of the total 
variation. Of the 21 characteristics tested, 
eight had respondent response variances in excess 

of 25 percent of the total variance. Interviewer 
effects were a negligible portion of total vari- 
ation. 

For the more sensitive questions, we suspect 
that the response errors may be related to the 
facility of the interviewers. Less experienced 
interviewers may be reluctant to ask these types 
of questions, thus incurring a higher response 
error and a higher refusal rate. 



COMMENTS ON AN INVESTIGATION OF INTERVIEW METHODS, THREAT AND 
RESPONSE DISTORTION BY LOCANDER, SUDMAN, AND BRADBURN 

DELIVERED AT THE 1974 ANNUAL JOINT STATISTICAL MEETING OF 
THE AMERICAN STATISTICAL ASSOCIATION 

Charles D. Palit, University of Wisconsin- Extension (Madison) 

First, I must congratulate Dr.'s Locander, 
Sudman, and Bradburn on their paper and its de- 
livery. Their work represents a significant 
addition to a growing, but still inadequate, 
list of investigations on the reaction of re- 

spondents to survey questions. The results of 
such explorations help to formalize and clear up 
the thinking of the builders of interview 
schedules or questionnaires and the designers of 
studies in general. The basic findings for the 
study: 

I. that distortion is relatively 
independent of the method used 
to deliver the question; and 

II. that (high) levels of threat in 
a question brings about distortion 
(otherwise known as bias) in the 
respondent's replies 

represent in the first case a valuable addition 
to the body of information we must draw upon 
when designing a study and in the second case 
confirmation of what I know to be part of the 
lore of survey research. 

At the same time, this study confirms 
another bit of lore about threatening questions 
and that is that it is sometimes difficult to 
determine a priori what questions are threaten- 
ing to the public and what questions are not. 
The authors' post -study reordering of their 
threat scale is just one more example of this 
difficulty. I agree with their reordering of 
the library card and voter regulation variables, 
even though this reordering might seem to some 
to be an adjustment of the data to fit the 
hypothesis. It is, after all, a very minor 
switch. I do, however, have some difficulty 
with the placement of the "voted in the primary" 
variable. The magnitude of the reordering seems 
too large. I would wonder if the authors' alter- 
native hypothesis as to the cause of the large 

distortion levels, i.e., poor primary voting 
records is not a more viable one, and if this 
were indeed the case, whether it should not be 
dropped from the analysis. However, it is en- 
tirely possible that what made this variable 
(primary voting) more threatening to the re- 
spondents was the context in which it appeared. 
In the appropriate context, it might be a very 
threatening question indeed. 

As an example of threat being modified by 
context, I can quote some informal pretest 
results for the cover sheet format on a tele- 
phone interview using what has come to be known 
as a random digit sample. Our first question on 
the cover sheet is... "Is this telephone number 
(GIVE TELEPHONE NUMBER LISTED ABOVE) ? ". A "yes" 
response is followed immediately by the question: 
"Is this a residential number ? ". Then in the 
City of Milwaukee at least the response rate will 
be somewhere between 10 and 15 percent worse than 
if the cover sheet format is... 
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1. Is this telephone number ? 
Yes 

Good, I am Mary Smith from the 
University of Wisconsin's Survey 
Research Laboratory and we are 
conducting a survey... 

2. Is this a residential number? 

The brief introduction apparently removes some 
of the threat associated with the question: "Is 

this a residential number ? ". The respondent then 
becomes willing to continue the interview. 

Moving on to the method study, I find it 
surprising that the randomized response method 
does not perform better. I am equally surprised 
that the authors spend so much time discussing 
the method effects only to inform us in the end 
that there is no statistically significant method 
effect. My own feeling is that the randomized 
response method fails to show a statistically 
significant effect because of the small sample 
size involved, and because of the extra noise 
introduced by the "Vote Primary" variable. If 
this variable were dropped, I suspect we would 
have a significant method effect. It is worth 
noting that if we treat the distortion measure 
as a binomial variable (which is certainly a 
correct treatment except perhaps for the random- 
ized response case) and analyze the bankruptcy 
and the drunken driving columns separately, we 
find "statistically significant results." 

Turning to the response rate results, it is 

indeed gratifying to see that the telephone pro- 
duces the highest response rate. This is in 
accord with our own and other informal observa- 
tions and again it is worth noting that under 
random sampling assumptions, the difference is 
statistically significant. It is nice to have 
the hypothesis that telephone interviews are less 
anxiety- producing than face -to -face interviews 
confirmed. 

Reports on mail questionnaires to the 
general population show in many cases poor re- 

rates. I have always felt that the pro- 
blem with such mail surveys has been the 
inability of the sampler to designate a specific 
respondent. These results help to reinforce 
this suspicion. 

I am, however, dubious about the authors' 

claim that poor performance of self -administered 
questionnaires with bankrupts and drunken drivers 
was due to their lack of education and hence, 
reading and writing ability; especially in light 
of the authors' later claim that 80 to 90 percent 
of the non -response in these classifications was 
due to the inability of the interviewers to 

locate the respondent. Without a knowledge of 
the percent of non -response which is in the 



"cannot locate" category for the other methods, 

it is, of course, impossible to reach a hard 
conclusion. However, I wonder if the drop in 
the response rate is not an interviewer 
effect! 

Finally, in closing, I would again like to 
congratulate the authors on their stimulating 
paper and would hope that their results would 
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lead to a greater acceptance of mixed mode 

surveys. I am sure that the practiptioners of 

the art here recognize the great utility of 

mixing face -to -face interviews with telephone 

interviews as a means of dealing with response 

problems in metropolitan areas; particularly in 

dealing with high- security apartment buildings. 

A method of operation which the results of this 
paper would indicate as practical. 



THE RIGHT OF PRIVACY 
Vincent P. Barabba, 

The term "rights" is used a lot these days. It 

is tossed around in newspaper headlines, by TV 
commentators, by protest groups, and from the 
pulpit. We talk about the rights of minorities 
...of women...of unborn children...of future gen- 
erations...and increasingly,'of the rights of the 
individual in today's fast -paced, crowded world. 
To me, the nostalgia craze, and the growing 

popularity of getting back to nature indicates 
that some of us long for a time when it was 
easier to be a self- sufficient individual. 
Nostalgia is fun -- -and it's also refreshing to 

open your eyes to nature. But it's naive to 
think that we can turn back the clock to a sim- 
pler time. What we need to do is to come to 
grips with today and define the problem -- -which 
is how to maintain the dignity of the individual 
while keeping order, and, at the same time, de- 
velop and maintain programs to improve our qual- 
ity of life. 
That's what I want to talk about today: the 

rights of the individual in our society, specif- 
ically the right of privacy and its relationship 
to the legitimate need of government to have in- 
formation about the individual. 
The specter of government intrusion into the 

affairs of individual citizens has always been a 
highly emotional subject - - -and unfortunately, one 
mainly discussed in the framework of newspaper 
headlines. Events of recent years have brought 
the issue into sharp focus: military surveillance 
of civilians, wiretapping, the bugging of offices 
and industrial and political espionage. 
My files are crammed with clippings on the sub- 

ject, with headlines such as 
"Reversing the Rush to 1984." 
Or - -- "Big Brother Society Feared." 
And - -- "Federal Data -Gathering Like Octopus." 
I see two types of anxiety reflected in these 

headlines. One is on the part of the individual, 
the other by society in general. 
Let's look briefly at society as a whole. Under 

this heading, there are two general concerns. 
First, there is the concern flowing from the 
myriad of advertising and mass media campaigns. 

By the late 1950's, computers and television 
had become part of the everyday scene in America. 
Vance Packard's book The Hidden Persuaders crys- 
talized a fear that had been forming for some 
years - --the fear that increased knowledge about 
society in general would lead to the ability to 
manipulate the public mind. Words such as 
"brainwashing" and "subliminal advertising" were 
current on the cocktail party circuit. 
This fear was put into perspective shortly af- 

terward by Raymond Bauer. He said the fear of 
manipulation is an old one on the part of soci- 
ety, and pointed out that superstition has been 
replaced by fear of the unknown potential of new 
technological inventions. 
Bauer's main point was that those who would 

desire to manipulate the public mind are always 
one jump behind the public mind. In other words, 
as the potential for manipulation increases, so 
does our sophistication, and with it, our resist- 
ance level to persuasion. An example of growing 
resistance is the consumer movement - - -who could 

AND THE NEED TO KNOW 
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have foretold such a powerful grassroots phenom- 
enon just a few years ago? 

The most realistic description I have seen of 
the capability of mass media to manipulate soci- 
ety came from Bernard Berelson. He said: "Some 
kinds of communication, on some kinds of issues, 
brought to the attention of some kinds of people, 
under some kinds of conditions, have some kinds 
of effects." 

While thinking about this subject, it occured 
to me that in just ten years it will be 1984. 
Nineteen eighty- four - -- -and George Orwell's pow- 
erful work about what totalitarianism can do to 
the human spirit. The very title has come to be 
a shorthand way of referring to anything which 
infringes on the rights of the individual. The 
relationship between government and society it 
describes is probably the ultimate example of 
manipulation. 

While the manipulation Orwell envisioned was 
brutally direct, there is also a subtle variation 
of this fear. This second concern is based on 
the fact that dictators throughout history have 
provided diversions to keep the minds of the 
masses off their real troubles, so it follows 
that a government - -- utilizing statistical infor- 
mation-- -could cater to public opinion on certain 
emotional issues, leaving it free to pursue its 
real aims, which might be counter to public in- 
terest. 

But this theory ignores one fundamental truth. 
In America, the thrust of the government's sta- 
tistical programs has been to provide increased 
amounts of summary data to all groups within our 
society at a reasonable cost, whatever their po- 
litical philosophy. 

I think the other anxiety in the headlines I 

mentioned is more valid and of much greater con- 
cern to the average person. That's the fear of 
misuse of personal information - -- -that informa- 
tion gathered for a legitimate purpose will be 
used later in a different context which could 
injure either the individual or his family. 

This fear was summed up very well by the noted 
Russian author Alexander Solzhenitsyn in his 
novel, Cancer Ward. He wrote: 

"As every man goes through life he fills in 
a number of forms for the record, each con- 
taining a number of questions...there are 
thus hundreds of little threads radiating 
from every man, millions of threads in all. 

If these threads were suddenly to become 
visible, the whole sky would look like a 
spider's web....They are not visible, they 
are not material, but every man is con- 
stantly aware of their existence. Each man, 
permanently aware of his own invisible 
threads, naturally develops a respect for 
the people who manipulate the threads." 
This fear of the misuse of personal information 

is exaggerated by the popular image of the com- 
puter. That image often casts the computer in 
the role of a villain. It becomes the tool of 
the all- pervasive, yet unidentified "they." When- 
ever we find fault with some action of government, 
business, school, or any other segment of society, 
it's always "they" who did it, and increasingly 



the computer is blamed for making it possible. 
The facts, however, are clear: the computer 

has made a profound contribution to the public 

good - --and done it so well we take it for grant- 

ed. Just one example is the millions of checks 

Social Security recipients get each month. Those 

checks simply wouldn't arrive as fast or as ac- 

curately with manual processing. 
In addition, the public generally over -esti- 

mates the abilities and the applications of com- 

puters--- thanks in part to spy movies and tele- 

vision. Together with recent headlines, this 
image of the computer has led to vague fears of 

an ominous National Data Bank, which would store 
every facet of our personal lives for instant 
retrieval by any government agency which re- 
quested information. 

For these two fears I have described to be 
realized in the United States - --for our society 
to move that close to the nightmares described 

by Orwell and Solzhenitsyn - -- America would have 
to abrogate not only current law, but its entire 
democratic tradition. 

Let me underline this thought by quoting to 
you a prophetic portion of a paper written by 
Otis Dudley Duncan which concerned plans for the 
1970 census: 

"...in this country we have proved that a 
statistical system can incorporate rigid 
safeguards of confidentiality. The insti- 

tutionalization of these safeguards has 
proceeded to the point where it is incon- 

ceivable that they would break down, ex- 

cept in the catastrophic event of a break- 
down in our whole system of institutions 
protecting the rights of the individual. 
In the case of such a catastrophe, my guess 
is that much more direct ways of infringing 
these rights would be found than that of 
making inappropriate use of statistical 
records secured ostensibly in confidence. 
Many of the headlines I mentioned before are 

followed by articles which list the Census 
Bureau in their catalog of information -gathering 
agencies. So far the Bureau has not been ident- 
ified as a culprit, but some of the articles 

leave the impression that it has the potential 
to be one. 

My concern is that as real culprits are ident- 
ified, the Census Bureau will be tarred with the 
same brush -- -and that this will occur without an 

understanding of the vital role the Bureau plays 
in the Nation's decision making process, or of 
its standards in regard to privacy and confident- 
iality. I am also concerned that lawmakers, in 

trying to guarantee that personal information is 

safeguarded, will overreact, with the result that 
legitimate data -collection machinery will be ham- 
pered. 

Because of these concerns, I appreciate the 
opportunity to share my thoughts with this audi- 
ence-- -which represents such an influential 
group within the statistical community. I would 
like to review for you just how the Bureau looks 
on the rights of privacy of the citizens from 
whom it collects data, and how we keep confi- 
dential the information we do collect. 

We at the Census Bureau believe our mission 
is to gather accurate, timely, and complete data 
from individuals, businesses, and governments, 
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and to make available to the public general sta- 
tistical summaries of that data. 

But there is an inherent conflict in gathering 
data from individuals. That conflict is between 
the individual's right of privacy on the one hand, 
and, on the other, government's use of mandatory 

processes to obtain the information it needs for 

valid purposes. 
Basic to this discussion is the question: what 

is the right of privacy? It is a very easy term 
to use, but a very difficult one to define. 

American legal and academic scholars have 
wrestled with the problem for the better part of 
a century. Several West European nations have 
commissions reviewing present privacy safeguards, 
and what is needed for the future. Sweden recent- 
ly enacted a comprehensive data act. And several 
West German states have ombudsmen whose job is to 
report to elected officials on problems of indi- 
vidual data privacy and confidentiality. 

Also in Germany, psychologists have offered 
the definition of privacy as those areas of 
people's lives in which they can act without fear- 
ing that information may be passed on in a way 
disfunctional to themselves. Put another way, it 

is the concept of selective transmission of infor- 
mation, be it to family, friends, one's doctor, 
or a government organization. 

In attempting a definition, let us assume that 
privacy does not mean a sacrosanct area where no 
questions can be asked. Rather, we have a situa- 
tion in which questions may be asked on a volun- 
tary or mandatory basis. And, the individual 

believes the answers he gives will not be used 
for purposes other than those described. 

This "security" of belief on the part of the 
individual, when coupled with a promise from the 
receiver that the requested information will only 
be used in specified ways, creates a bond between 
the two. I would call this a "confidential re- 
lationship." 

The Most Reverened Mark J. Hurley, writing for 
the Knights of Columbus, has defined confident- 
iality as "secrets " -- -two types of which are the 
"committed secret" and the "promised secret." 

The committed secret is one kept by reason of 
a tacit agreement between the parties that the 
information will not be divulged. Examples would 
be secrets between lawyer and client, and doctor 
and patient. 

The promised secret is one kept by virtue of a 
promise made prior to learning the secret. Such 
a promise might be our Bureau's pledge that re- 
sponses to census questionnaires will be seen 
only by sworn employees of the Bureau. Another 
would be the presidential proclamations defining 
the nature of the census and stating the sort of 
activities for which individual data will not be 
used. 

Here it is important to distinguish between 
personal information gathered for statistical 
purposes as opposed to that gathered for adminis- 
trative purposes. The information may be the 
same in both cases, but administrative records 
are intended to affect the individual directly-- - 
for instance, those used by the Internal Revenue 
Service, or the Social Security system. Statis- 
tical records -- -such as those maintained by the 
Census Bureau - --do not deal with the individual 
directly when used only for the compilation and 



analysis of summary data. 
Obviously, privacy does not exist in an abso- 

lute sense, any more than freedom does. As Jus- 

tice Oliver Wendell Holmes said in his celebrated 
opinion: "Freedom of speech does not include the 
freedom to yell 'fire' in a crowded theater." 

Privacy, as freedom, has meaning only in the 
context of human society, and society changes as 
time passes. As our society''becomes more com- 
plex, we need to know more about ourselves in 

order to establish priorities and properly allo- 
cate our human, financial, and natural resources. 

In the rural life style of 1790, for example, 
it would have been hard to justify the govern- 
ment's interest in whether a household had its 
own bathroom facilities. Today, with society's 
commitment to eliminate slums and sub -standard 
housing, that information is needed to identify 
the number and location of such housing before 
millions of taxpayers' dollars are spent on such 
programs. 

To contend otherwise is to say that the in- 
terests of the individual transcend the inter- 
ests of society, and have priority over public 
efforts to eliminate sub - standard housing. 

The question about complete plumbing is just 
one of the many well -publicized examples which 
critics of the census have used. Taking a ques- 
tion out of context to imply invasion of privacy 
is the most persistent technique for criticizing 
the Bureau, and the most intellectually dishonest. 

The right of privacy is often expressed as 
"the right to be left alone." But that concept 
is inconsistent with the individual's responsi- 
bility to society. 

Each man, woman, and child in our society 
reaps benefits from being a member of that so- 
ciety. Of course, these benefits vary from place 
to place and within the subgroups of our society. 
Yet the individual obviously derives benefits 
from dwelling among his fellow beings. 

It is axiomatic that we never get anything for 
nothing. What, then, is the trade -off when it 

comes to the individual and society? The obliga- 
tions of an individual living in a highly complex, 
densely -populated industrial civilization are 
greater than any in history. Sometimes the price 
the individual pays is in money -- -such as taxes; 
in other cases, it is time -- -such as jury duty, a 
jail sentence, or duty in the armed forces when 
required. Sometimes it is establishing qualifi- 
cations to do certain things -- -such as driving a 
car, or practicing certain occupations. 

If we grant that we all operate in the context 
of human society, and that we have a responsibil- 
ity to that society, we can arrive at a definition 
of the right of privacy along these lines: it is 
the right of the individual, to the extent possi- 
ble, to control what information about himself he 
releases, to whom he releases it, and under what 
conditions. 

All of which is a roundabout way of saying 
there is a right of privacy, but it is a right 
which may be circumscribed to allow the express- 
ion of other freedoms. Obviously, any limitation 
of our right of privacy must be made with extreme 
caution and only after careful consideration of 
the consequences. That then is our understanding 
relative to the right of privacy. What then a- 
bout confidentiality? 
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In his role as Chairman of the Subcommittee on 
Constitutional Rights, Senator Sam Ervin has said 
"Somewhere a balance must be struck between the 
individual's desire to keep silent and the gov- 
ernment's need for information. If it is proved 
necessary to invade certain rights, clearly it is 
the constitutional duty of Congress to establish 
precisely how and under what circumstances this 
may be done." 

Congress has been doing exactly that for al- 
most a century. Since the act which provided for 
the 1880 census, laws protecting the confident- 
iality of information given in response to census 
questions have been progressively tightened. 

Up until 1910, census law required the Direc- 
tor to furnish on demand to governors or heads 
of municipal governments certain parts of an in- 
dividual's return- - -the name, age, sex, birth 
place, and race. 

The act for the 1910 census changed that word- 
ing to read that the Director could - --at his 
discretion - -- furnish information for genealogical 
and other proper purposes. 

1910 also marked the start of another tradition 
- - -the presidential proclamation. The one issued 
by President Taft told the American people their 
replies to census questions were to be used only 
to compile general statistical information, and 
that their answers were protected by law. In part 
it read: "The census has nothing to do with taxa- 
tion, with Army or jury service...or with the 
enforcement of any National, State, or local law 
or ordinance, nor can any person be harmed in any 
way by furnishing the information required." 

The durrent law under which the Census Bureau 
operates is Title 13 of the U.S. Code, most of 
which dates from 1929. This law is very specific 
when it comes to personal information. It re- 
quires that information obtained from an individ- 
ual be used only for statistical purposes. It 

also requires that published data be in such a 
form that it is not possible to identify an in- 
dividual or a single business establishment. The 
law stipulates that no one other than sworn offi- 
cers and employees may have access to individual 
information, and each census employee has signed 
an affidavit of nondisclosure to uphold the law. 

The current law still has wording much like 
that of 1910, which allows the Director at his 
discretion to provide copies of individual infor- 
mation for genealogical and other proper purposes. 
The key word here is "discretion." Over the years 
the application of this rule has become restric- 
tive rather than permissive. 

In current Bureau practice, the term "confi- 
dentiality" represents nothing less than a clear 
extension of an individual's right of privacy. I 

think the best way of showing this is to review 
the Bureau's track record regarding the confident- 
iality of individual data. 

Most people who follow the Bureau's activities 
closely have assumed that data from individuals 
have been held in strict confidence at all times. 
I must report that this has not been always the 
case. But looking at the way we did things in the 
past, and comparing them with today's practices, 
makes me even more certain that our current posi- 
tion is a very strong one. 

Between 1900 and the mid- 1920's, there were 
authorized releases of individual data considered 



proper that today would cause .a 'storm of protest 
in the press, in the courts, and in Congress. As 
far as we know this practice caused no such out- 

cry then. I say as far as we know because com- 
plete records do not exist. 

We do have some information on one case which 
demonstrates the type of situation in which it 
was considered proper in the past to release data 
about individuals. This occurred in 1918, during 
World War One. Congress had passed a War Powers 
Act, and presumably this was the basis for such 
an extreme use of census data. Information about 
individuals was given to the Department of Jus- 
tice for use as evidence in prosecuting young men 
who claimed they were too young to register for 
the draft. While we do not know the exact cir- 
cumstances surrounding the release, we do know 
that personal information for at least several 
hundred young men was released to courts, draft 
boards, and the Justice Department. 

The Bureau stopped such releases during the 
1920's, a position which was made official in 
1930 by an opinion from the Attorney General. His 
opinion said that even the name and address of an 
individual is confidential. 

Now we jump to 1941. It's hard to imagine now, 
but with World War Two underway, there was near 
hysteria about the Japanese -Americans living on 
the West Coast - -- emotion which led to one of the 
most embarrassing moments in U.S. history, the 
internment of large numbers of these loyal Ameri- 
cans. At the height of this feeling, the Secre- 
tary of War requested that the Census Bureau sup- 
ply the names, addresses, and ages of all persons 
of Japanese extraction living on the West Coast. 
This time - --in spite of the national emergency-- - 
the Bureau held to its position on confidentiality 
of individual records and refused. The Bureau 
did supply summary data at the tract level, which 
is now part of the regular publication program. 

In 1947, during the rising concern about pos- 
sible communist infiltration and sabotage, the 
attorney general requested information about cer- 
tain individuals in census records on behalf of 
the FBI. Again, the request was denied. 

A loophole in the law turned up in a case in 
the early 1960's when the courts ruled that file 
copies of census forms not kept by the Bureau 
could be subpoenaed. This resulted in Congress 
amending the law to extend confidentiality to 
include even copies of census questionnaires 
which are kept by businesses for their own files. 

That briefly is a summary of how confidential- 
ity grew to be an integral part of census taking. 
Keeping that information in mind, and my earlier 
remarks about generalized fear of the computer, 
let's look at how a modern census is processed. 

After all the forms are collected, the data on 
them must be transferred to computers. It used 
to be that the data on each form were manually 
transferred to punchcards, and the punchcards fed 
to computer tape. Now, we bypass this laborious 
process. The forms are microfilmed on highspeed 
pagerturning machines and returned to storage. 
This is the last time each original form is han- 
dled until it is destroyed. 

The first page of the census form is not micro- 
filmed. This page has the address of the house- 
hold. So - --the rolls of microfilm, which have 
names and personal information, contain only a 
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geographic code relating that information to the 

block on which the household is located. 

Another sophisticated piece of machinery reads 
the microfilm and transfers the dots that origi- 
nated with the citizens' pencilled -in circles 
directly onto computer tape. This machine can- 

not read handwriting, so the personal information 
about individuals is separated from their names 

at this point for the rest of the tabulation pro- 
cess. 

Even this is not enough to guarantee that a 

person could not be identified in the statistical 

summaries. Some areas have such a small popula- 
tion that it would be possible by deduction to 
know whose characteristics are in the tables. Our 

computer program is set up so that if this would 
be the case, that information is suppressed-- - 
both on computer tape and in the printed publi- 
cations. Some analysts - -- probably some of you in 
this audience -- -have had problems with these sup- 
pressed figures, trying to add up to the tract 
level from block data, for instance. 

We are examining other techniques for protect- 

ing confidentiality. These include rounding num- 

bers to the nearest five, and a "random noise" 

system, in which values of one and negative one 

are scattered throughout the tabulations, balanc- 
ing to zero at certain geographic levels. Such a 

system would have no substantial effect on sta- 

tistical analysis. 
When it comes to suppression of data from the 

economic censuses even the cutoff points are con- 

fidential--- because that information by itself 
could be used for deduction, since the numbers 
involved are so much smaller that population fig- 

ures. 

I also should mention here the Public Use Sam- 

ple, which we established in 1960. These are not 

summaries, but individual census records minus 

certain data to ensure that the individual cannot 
be identified. The smallest area description for 

which these records are available is 250,000, and 

even then certain data have been truncated to a- 

void identification. An example would be ex- 

tremely high salary figures, for instance. Every- 

thing over $50,000 is simply marked "$50,000 and 

over." 
These samples have proven to be of great value 

to the academic and business communities for re- 

search, and for determining if special tabula- 

tions would provide the summary data desired. 

Another example of the Bureau's efforts to 

strike a balance between increased usefulness of 

our product and at the same time maintain confi- 
dentiality, is the GBF /DIME system. G -B -F stands 

for Geographic Base File, DIME for Dual Indepen- 

dent Map Encoding. This is an automated file con- 
taining address ranges along streets in metropoli- 
tan areas. Essentially it is an automated map. 
Used in conjunction with other computer programs, 
this file can blend locally -gathered data with 
census data and provide information for local 
problem solving and planning. Where do the dis- 

abled in a city live? Where is the incidence of 

a particular disease highest? Do most runaway 

children come from certain neighborhoods? The 

applications are endless. 
The GBF /DIME system can do this and still main- 

tain confidentiality. Even though the process 
takes the actual address and assigns it to area 



units such as blocks or tracts, it eliminates the 
address itself, and also any information that 

would identify the respondent. In other words, 

instead of being the culprit, the computer in 
this case literally supplies anonymity by con- 
verting personal information to area information. 

When the tabulation of a census is finished, 
the original paper forms which have been stored 
in guarded buildings on a government facility 
are destroyed. They are shipped in sealed box- 
cars and recycled, with Bureau officials watch- 
ing until they drop into the pulping vats. 

That leaves the microfilm. Where does it go 
after we are finished processing the data? The 
rolls are sent to the Personal Census Service 
Branch in Pittsburg, Kansas, which we commonly 
refer to as the Age Search Service. This is a 
unique self- supporting operation which has helped 
millions of people. Every day the Bureau re- 
ceives about 1,300 requests from people who need 
to verify some item of information about them- 
selves. Most are for substitute birth certifi- 
cates which either never existed, or have been 
lost or destroyed. People need them to qualify 
for retirement, for Social Security, for Medicare, 

to get a passport, and many other uses. For a 
very small fee, the Age Search Service will 
search old census records and issue a certifi- 
cate which has legal standing. 

This service is provided only at the request 
of the person himself. For example, a son can- 
not ask about his father unless he has a power 
of attorney or a death certificate. This opera- 
tion is the only use made today of the Director's 
authority to release personal information at his 
discretion. 

Finding this type of information for those who 
request it is not an easy job. It takes an ex- 
pert to utilize the microfilm. Since the census 
is based on addresses, not names, there is no 
such thing as a master list of records arranged 
alphabetically by name. For the correct reel of 
film to be located, the person making the request 
must supply information about where he or she 
lived at the time the census was taken. 

The very size of the U.S. population helps to 
guarantee confidentiality. It took some 5,000 
miles of microfilm to process the 1970 census. 
For us to make this process of working backward 
any easier would be extremely costly, and would 
in theory, weaken the protection of confidenti- 
ality. 

Now -- -where does the microfilm of past census- 
es exist? The records of the counts from 1790 
through 1880 are accessible to the public in the 
National Archives. Data in these enumerations 
were not gathered under laws of confidentiality. 
The census of 1890 is almost non -existent, having 
been mostly destroyed by fire. 

The Pittsburg, Kansas unit has microfilm for 
1900 through 1960, and late this year will have 
the 1970 records set up to be able to answer the 
requests which are already coming in. 

Copies of the 1900 through 1950 records are 
also held by the National Archives. These were 
sent to the Archives for storage. But in Decem- 
ber of last year, the Archives opened the 1900 
census to limited accessby qualified researchers, 
a move opposed by the Census Bureau. While this 
access is under controlled circumstances, we feel 
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at the very least it violates in principle the 
rights of the estimated seven million persons 
still alive who were counted in the 1900 census. 

The law under which the Archives operates says 
government records may be made public after 50 
years, unless an interagency agreement stipulates 
a longer period of time. In 1952, the Director 
of the Census Bureau and the Archivist agreed 
that census records should remain closed for 72 
years -or the average lifetime. The Bureau's 

position is that the 1952 agreement was in excess 
of the Director's authority, and therefore is in- 
valid. 

The obvious question is - - -how long does the 
law's guarantee of confidentiality apply? A life- 
time? One hundred years? Or forever? The Bureau 

hopes Congress will close this final loophole in 
the laws of confidentiality. 

Congress at the moment has a lot to consider 
in the area of privacy and confidentiality. Some 
60 bills are pending in the House and Senate. The 
basic question seems to be not whether something 
must be done to insure privacy and protect it, 
but what, and by whom. Four of those bills deal 
with census information. Eight of them would 
establish a Federal Privacy Board or some commit- 
tee or commission as an overall authority. Many 
of the bills would allow the citizen the right to 
inspect his own records, correct them, and bring 
suit for damages resulting from incorrect or mis- 
used records. 

In his first speech before Congress, President 
Ford made it clear that privacy is very much on 
his mind. He said: "There will be no illegal 
tapings, eavesdropping, buggings or break -ins by 
my Administration. There will be hot pursuit of 
tough laws to prevent illegal invasions of pri- 
vacy in both government and private activities." 

You might well ask why we at the Census Bureau 
are so concerned, if our record is good and our 
intentions are clear. Aside from the moral impli- 
cations, I'll give you a very practical answer-- - 
one which this audience especially should appre- 
ciate. 

A census or a survey is only as good as the 
contract of trust between the people about whom 

information is obtained...and those with the man- 
date to obtain it. If the public feels we are 
not keeping our word that their answers will be 
kept confidential - - -or that even the potential 
for such violation of their trust exists -- -their 
answers will not be as accurate, or given as will- 
ingly. 

If this occurs on a large scale, the quality 
of the summary statistics will deteriorate. And 
if this occurs the Nation has lost its prime de- 
cision making tool, and society will be the loser. 

This would be a tragedy. It would come just 
as more and more decision makers in the public 
and private sectors are becoming aware of how 
valuable census data is to them - - -and it would 
come as the Bureau's main thrust is to increase 
the utility of the data it gathers. 

To the Census Bureau, a promise is a promise. 
The calendar may read 1984 in ten years, but I 

want to make it clear that as far as the Bureau 
is concerned, George Orwell's 1984 will never 
come. 

In his remarks to the most recent meeting of 
the Advisory Committee on Privacy and Confidenti- 



ality, Commerce Secretary Frederick Dent said: 
"I think perhaps the strongest brand name in 
America might be that of the Census Bureau." 
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Ladies and gentlemen of the A.S.A., you can rest 
assured...at the Census Bureau...we plan to keep 

it that way. 



THE UCR PROGRAM: DEVELOPMENT OF A STANDARDIZED AUDIT 

Donna F. Brown, International Association of Chiefs of Police 

I. INTRODUCTION 

The need for amassing a reliable fund of 
criminal statistics for use in law enforcement 
administration, operation and management has 
never been greater. In order to deploy manpower 
and allocate resources to combat crime effective- 
ly, the nature and scope of the nation's crime 
problem must be known. The national Uniform 
Crime Reporting (UCR) Program was established to 
achieve this goal.2 The Program is currently 
used to determine: 

the extent, fluctuation, distribution and 
nature of serious crime in the United 
States through presentation of data on 
seven Crime Index offenses 

the total volume of serious crime known to 
police 

the activity and strength of law enforce- 
ment agencies through arrest counts and 
police employee data 

The idea for systematic crime reporting is 

not new. At the 1871 convention of police offi- 
cials held in St. Louis, a resolution was adopted 
which declared that the newly- founded National 
Police Association "procure and digest statistics 
for the use of police departments. "4 Over half a 

century passed, however, before significant 
action was taken to achieve this goal. 

In 1927 -1928 Commissioner William P. Rutledge 
of Detroit chaired the International Association 
of Chiefs of Police Committee on Uniform Crime 
Records and, with financial assistance from the 
Rockefeller Foundation, appointed an Advisory 
Committee and Technical Staff to develop a system 
for the collection of crime statistics. Results 
of these efforts included basic definitions of 
the nature of the data base (a count of offenses 
known to police and of crimes cleared by arrest 
or by exception) and a definition of Part I of- 
fenses (those classes of serious crimes which are 
brought to the attention of the police as a mat- 

ter of routine). In addition, methodology for 
collecting these data as well as proposals for 
the design of basic report forms were decided by 
the Technical Staff. 

Based on the program and suggestions devel- 
oped by IACP's Committee on Uniform Crime 
Records, Congress authorized the Federal Bureau 
of Investigation to collect and compile national 
crime statistics. In September of 1930, the 
national Uniform Crime Reporting Program was 
begun. 

Selection of the FBI as the national clear- 

inghouse for the monthly statistical submission 
was a natural one since this agency was already 
operating a nationwide identification service in 
which thousands of local law enforcement agencies 
were participating. In addition, the network of 
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Special Agents already in close contact with 
local law enforcement agencies and staff would be 
of value to offer personal assistance to local 
officials in preparing reports and revising re- 
cords systems.5 

The FBI has consistently emphasized the need 
to enlarge the crime reporting area to include 
urban communities, sheriff's offices and state 

police organizations. In the early years, how- 
ever, the program was hampered by a lack of wide- 
spread participation: in January 1930, for exam- 

ple, the monthly report included only reports of 

"offenses known" in 400 cities. By 1938, however, 
4,283 agencies were contributing crime reports. 
In 1973, the program had expanded to include 
11,000 reporting jurisdictions which accounted for 
93% of the total national population.6 

Insuring quality control over these statisti- 

cal submissions has been a matter of concern to 

those who manage the program and to those who 

utilize or are affected by its reports. As early 
as 1930 -1931 field work conducted by various orga- 
nizations7 revealed that the quality of the UCR 
submission was directly related to the quality of 
the reporting agency's records system and that in 

addition, the establishment of uniform reporting 

standards for scoring and classifying Part I data 

was of immediate importance. It was readily ap- 

parent that law enforcement agencies must first 
record and maintain certain data in order to gen- 
erate reliable information for the UCR Program. 

Recognizing this fact, the Committee on Uniform 

Crime Records designed record forms based on the 

experience and need of law enforcement organiza- 
tions, and also compiled detailed explanations as 

to the manner in which these records might be 
maintained to insure the compilation of accurate 
statistical reports. 

High reporting standards have consistently 

been encouraged by the IACP Committee on Uniform 
Crime Records, which continues to serve in an ad- 
visory capacity to the FBI in the administration 
of the UCR Program. Likewise, the National Sher- 

iff's Association in 1966, established a Committee 
on Uniform Crime Records to serve in an advisory 
role to its membership and to encourage full NSA 

participation in the UCR Program. 

Realizing the importance of a good records 

system the FBI developed, in 1955, a Manual of 
Police Records designed to assist in the improve- 
ment of the law enforcement agency's basic records 

procedures. To insure adherence to national UCR 

definitions and guidelines, the FBI provides 
copies of its Uniform Crime Reporting Handbook 

which outlines procedures for scoring, classifying 
and clearing Part I offense data. In addition, 

the FBI offers, upon request, in- service training 

in national UCR procedures to agency personnel 

responsible for the compilation of UCR data. 

Recently the FBI has actively assisted indi- 

vidual states in the development of statewide 



programs designed to collect UCR statistics that 
are compatible with the national system. As a 

result of this activity more law enforcement 
agencies are participating in the UCR Program and 
the completeness and quality of the information 
submitted have improved as well. 

Recognizing that the quality of the monthly 
statistical submission depends on a wide range of 
variables including: 

accuracy of the agency's reporting proce- 
dures 

organization of the agency's incident re- 
porting system 

internal and external pressures to reduce 
crime 

human and mechanical error in report com- 
pilation 

the level of experience and training of 
personnel responsible for the aggregation 
and submission of UCR data 

the IACP, in cooperation with the FBI and through 
a grant funded by the Law Enforcement Assistance 
Administration (LEAA), is designing a system of 
audits for the purpose of confirming the validity 
of UCR reporting practices. 

II. IDENTIFICATION OF AREAS OF UCR ERROR 
POTENTIAL 

The first logical step in conducting an audit 
of the UCR statistics (which are simply a bypro- 
duct of the overall incident reporting system) is 

a thorough examination of the reporting practices 
and procedures which produce these data. 

For purposes of analysis the law enforcement 
agency's incident reporting system may be divided 
into three distinct phases: 

Data Capture -- a three -stage process in 

which crime event data become known to police 
through report or discovery; the police make some 
disposition of the information received; and the 

police record or fail to record this information 

or describe the action taken; 

Data Review and Verification -- a verifica- 
tion process intended to insure full and accurate 
reporting and recording of the crime event data 
previously entered in the incident reporting 
system; 

Data Aggregation -- a mechanical process 
which includes extraction of UCR data from police 
records, compilation of these data, preparation 
of the appropriate UCR forms and forwarding all 
data to the respective state collection agency or 
Federal Bureau of Investigation. 

Within each phase several areas of error po- 
tential have been identified as being particular- 
ly vulnerable to the loss or distortion of UCR 
data. 
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A fundamental prerequisite for an efficient 
incident reporting system is the early capture 
(both by telephone tape recording and in written 
format) of all complaint data. The possibility 
exists that the most subtle and deliberate manip- 
ulation of crime event data takes place in the 
field during the on -view discovery of a crime and 
at the telephone input mode. Since the vast ma- 
jority of all complaints becomes known to police 
through these two modes of entry and since events 
lost during this phase are least likely to be dis- 
covered through routine supervision or periodic 
inspection, proper control to insure data reten- 
tion at this stage cannot be over- emphasized. 

The accurate recording of all crime event data 
known to police agencies is the ultimate aim of 
the data capture phase. If an adequate determina- 
tion is to be made regarding the accuracy and com- 
pleteness of an agency's UCR statistics it is 

necessary to document the nature and disposition 
of all reports of alleged crimes and crime dis- 
coveries regardless of the nature of the police 
response to these events. Without an adequate 
record or source document, filed in some reason- 
able fashion to permit easy retrievability, the 
accuracy of the UCR submission cannot be verified. 

Following the capture and documentation of 
offense and clearance data a process of review 
and /or verification is conducted in many agencies 
to insure the validity of the complaint informa- 
tion. This procedure is one of quality control 
and must be accomplished before the statistical 
data are extracted for submission to the UCR Pro- 
gram. If the raw data captured in Phase I of the 
incident reporting system are immediately trans- 
lated into UCR statistics without benefit of 
operational controls, the quality of the agency's 
submission can only be suspect. It is also at 
this stage that errors in scoring and classifying 
UCR data occur. Additional attention must there- 
fore be given to this aspect of the review process 
to insure that such procedural errors are minimal. 

Once crime event data have been reviewed and 
verified as Part I offenses or clearances which 
should be included in the monthly UCR Return, it 

is the responsibility of the law enforcement 
agency to extract and compile these data for sub- 
mission in the national program. Error potential 
in this phase stems not only from the manual and/ 
or mechanical systems responsible for processing 
the data, but also from intentional omissions. 
This phase is particularly crucial to the integ- 
rity of the overall reporting system since, in 

contrast to the admittedly vulnerable data capture 
phase where one error probably loses only one data 
element, one error or miscalculation in the aggre- 
gation phase may result in the loss or distortion 
of large amounts of data, much of which is 
irretrievable. 

Once the major areas of vulnerability which 
contribute to UCR data loss or distortion have 
been identified and corrected the agency will be 
in a position to implement (as part of an internal 
audit /inspection procedure) or request (as admin- 
istered by an external agency or group) an audit 
to confirm the validity of its UCR reporting 



practices. 

III. UCR AUDIT TECHNIQUES 

In order for a successful UCR audit to take 
place there must exist a taped record of all in- 

coming complaints or calls for police service and 
a source document (e.g., complaint card, dispatch 
ticket, incident /offense repórt, blotter entry, 
log entry, activity sheet, etc.) which contains 
basic information describing the alleged offense 
and the complainant. In addition, these items 
must be filed in such a way as to permit retriev- 
ability. Finally, the agency must maintain a 

tally or register of Part I offenses and clear- 
ances (which are recorded according to specific 
offense number) to permit verification of the 
totals which are submitted on the UCR Return A. 
Without these basic tools there exists no identi- 
fiable documentation of the complaint and there- 
fore a comprehensive audit of the UCR data is not 
possible. 

It is recognized, however, that the incident 
reporting systems of all police agencies cannot 
be audited utilizing the same techniques. It is 

therefore recommended that a preliminary audit be 
conducted in order to identify the mechanical 
process, system, and capability of the agency to 
effectively capture, record, process, store and 
retrieve UCR data. Besides resolving the ques- 
tion of degree of auditability the preliminary 
audit will also be useful in gathering informa- 
tion essential to the planning and execution of 
the subsequent.UCR audit. These corollary data 
include: 

quantification of complaint activity for 
the time period to be audited 

assessment of anticipated assistance and 
cooperation likely to be provided by 
agency personnel 

estimation of time and manpower require- 
ments for implementation of the UCR audit 

Once the degree of auditability has been 
determined the agency may choose to implement one 
of three proposed audit procedures. These 
include: 

A. Standardized UCR Audit -- this audit re- 
quires that the agency capture, record and file 
data in some reasonable fashion to facilitate 
rapid retrieval. 

Based on a system of forward and reverse cross- 
checks (see Table 1 below) five system points or 
stages are reviewed to assess the integrity of 
the system and its UCR output. These system 
stages are: 

Stage I -- Telephone Complaints (Tapes) 

Stage II -- Complaint Cards 

Stage III -- Offense /Incident Reports 

Stage IIIA -- Arrest Reports 
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Stage IV -- Data Aggregation (UCR Return A) 

At Stages I - IIIA the audit is conducted by 

determining the time period to be audited 

determining the group size of all source 
documents and /or tapes to be audited 

determining the sample size8 

randomly selecting the sample units 

segregating the randomly selected sample 
units from the group 

reviewing all sample units for substantive 
errors 

cross -checking both forward and reverse9 
in the system all erroneous or suspicious 
sample units 

calculating the percent of error for each 
stage being audited 

An additional quality control procedure will 
also be performed at Stage III of the UCR audit. 
To verify the accuracy of apparently "valid" Part 
I offense reports, a 10% sub- sample10 of the 
original sample of offense reports will be 
tracked in reverse to the victim /complainant. 
Interviews will be conducted to determine the 
accuracy of the initial investigation and docu- 
mentation. 

Stage IV consists of a simple recapitulation 
or recounting of the data reported on the UCR 
Return A for the time period being audited. 

The Standardized UCR audit provides a pro- 
gressive, indepth, multi -facted approach in which 
each stage is first examined individually and 
then in relation to the next forward and /or re- 
verse stage to insure accuracy and reporting con- 
tinuity. This audit is by far the most compre- 
hensive of the three and is the only technique 
capable of generating statements regarding the 
reliability of the entire UCR reporting system. 

B. Provisional Audits -- these audits may be 
utilized by agencies which do not possess the 
mechanical, technical or procedural capabilities 
necessary for implementation of the Standardized 
UCR Audit. These limited audits, while based on 
the same random sampling techniques as the Stan- 
dardized UCR Audit, are designed to verify the 
accuracy of only a segment of the agency's inci- 
dent reporting system (i.e., the telephone tape 
stage, complaint card stage, offense report 
stage, or arrest report stage). The preliminary 
audit will have determined the agency's degree of 
auditability. If the agency cannot immediately 
undertake a Standardized Audit, it may, while 
continuing to improve its system in an effort to 
meet the UCR audit requirements, implement an 
audit of one or more stages of its incident re- 
porting system. Although these audits fall short 
of the comprehensive techniques provided by the 
Standardized Audit, they nevertheless provide an 
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opportunity to make some limited assessments re- 
garding the accuracy and integrity of UCR data as 
well as promote improvement of the existing 
system. 

C. Recapitulation Audit -- This audit proce- 
dure simply consists of validating the total num- 
ber of Part I offenses and clearances which 
appear on the monthly Return A by recounting the 
source documents which produced these data and by 

comparing these findings with those claimed by 
the agency being audited. A recounting of this 
nature may be requested by those agencies which 
lack the technical or mechanical requirements of 
the Standardized UCR Audit, but which wish to 

validate their numerical submission. This proce- 
dure will identify arithmetic or transcribing 
errors, however, its narrow scope prevents any 
assessment of the integrity of Stages I -IIIA of 
the incident reporting system. 

IV. AUDIT RESULTS 

Once an agency has implemented the audit 
techniques described in the previous section, 
several judgments can be made concerning the 
adequacy of the incident reporting system and the 
reliability of its UCR data. 

The Initial Audit May Only Serve to 

Discover Deficiencies Within the Re- 
porting System 

If the agency does not meet the four requirements 
necessary for the conduct of the Standardized UCR 
Audit a preliminary and /or provisional audit may 
constitute the only procedure which can be effec- 
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tively implemented. After the agency has attain- 
ed certain procedural and technical capabilities 
which will minimize data loss the Standardized 
UCR Audit can then be conducted. 

The Standardized UCR Audit May Demon- 
strate that the Incident Reporting System 
Seems to be Producing Reliable UCR Data 

If the audit reveals that there is minimal data 
loss or distortion at each of the four stages of 
the system, then it can be concluded that the UCR 
data generated by that system are reasonably 
reliable and accurate for the time period being 
audited. 

The Standardized UCR Audit May Provide 
the Agency With a Variety of Quality Con- 
trol and Internal Management Techniques 

By identifying areas of error potential within 
the incident reporting system the agency will be 
aware of the specific areas of vulnerability and 
be better equipped to implement remedial mea- 

sures. Specific quality control features 
include: 

more efficient deployment of personnel 

implementation of an on -going internal 
audit /inspection program 

indication of need for in- service training 
for UCR personnel 

indication of need for more effective re- 

view and verification procedures 



determination of field unit response time 

determination of integrity of complaint 
reception personnel 

improvement of the records system 

Conversely, the results of the provisional 
and recapitulation audits are much less conclu- 
sive or meaningful as compared to the results of 
the Standardized UCR Audit. An audit of only 
certain stages of the system for example, will 
provide no assessment concerning the amount of 
data loss which may occur at other unexamined in- 
put modes and points. Similarly, a recapitula- 
tion of the data submitted on the agency's Return 
A for a specified period of time will provide 
little insight into the reliability or integrity 
of the incident reporting system which produces 
these data. 

The provisional or recapitulation audit pro- 
cedures should not be confused with the Standard- 
ized UCR Audit. The latter represents the opti- 
mum method of audit which is designed to measure 
the accuracy and integrity of the overall system 
along with the UCR output. 

V. SUMMARY AND CONCLUSIONS 

Over a century ago far -sighted police admin- 
istrators recognized the need for establishing a 
reliable fund of crime statistics. Acceptance 
and implementation of the proposed UCR audit pro- 
cedures described in the preceding section may 
serve to achieve this goal by 

affording a definitive means of measuring 
the validity and accuracy of the UCR re- 
porting process; and 

improving the records systems and UCR re- 

porting components of individual law en- 
forcement agencies. 

The UCR Program is largely an untapped source 
of valuable data and should not be discarded 
simply because it may, as a whole, represent an 
inaccurate measure of the volume of crime known 
to police. The proposed UCR audit is viewed as a 
positive contribution in helping to clarify many 
of the misconceptions and problems associated 
with the program. 

LIST OF NOTES 

1 This paper represents a synopsis of work to 
date on the "Development of a Standardized 
System for Uniform Crime Report Audits" pro- 
ject funded by the Law Enforcement Assistance 
Administration Grant No. 74 -55 -99 -3303. 

2 The UCR Program was never intended to be a 
measure of all crime committed in the United 
States, but only of those offenses known to 
police. The Crime Index offenses (which in- 

clude the seven Part I offenses of criminal 
homicide, forcible rape, aggravated assault, 
robbery, burglary, larceny /theft, and motor 
vehicle theft) were selected because of their 
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seriousness, frequency in occurrence and like- 
lihood of being reported to police. 

3 Federal Bureau of Investigation, Uniform Crime 
Report - 1973 (Washington, D.C.: U.S. Govern- 
ment Print Office, 1973), p. 51. 

4 Uniform Crime Reporting, A Complete Manual for 
Police (New York: J.J. Little, 19291. 

5 Ten Years of Uniform Crime Reporting 1930 -1939 
Washington, D.C.: U.S. Department of Justice, 
1939) p. 18. 

6 Federal Bureau of Investigation, Uniform Crime 
Report - 1973, pp. 52 -53. 

7 For example, the Ohio Institute studied the 
records systems employed by local agencies in 

Ohio. Ten Years of Uniform Crime Reporting 

1930 -1939, p. 48. 

8 Sample sizes were selected on the basis of the 
computation of the standard error for a number 
of possible sample sizes. Those selected were 
computed at the 95% confidence level. 

9 Reverse cross -checks include re- investigation 
of the original complaint and conducting 
victim/complainant interviews. Forward checks 

are generally made with the documents found at 
the subsequent stage (e.g., complaint cards 
are compared forward to their companion inci- 

dent /offense report). 

10 This 10% sample will be drawn from the quanti- 

ty of offense reports that remains after all 
erroneous or suspicious reports have been re- 
solved through the system of forward and 
reverse cross -checks. 



COMPARING MEASURES OF CRIME: POLICE STATISTICS AND SURVEY 
ESTIMATES OF CITIZEN VICTIMIZATION IN AMERICAN CITIES 

Wesley G. Skogan, Northwestern University 

Introduction 

The growing use of sample surveys to measure 
the volume and distribution of crime in the Uni- 
ted States will provide social scientists and 
public administrators with valuable new data with 
which to test their theories and plan crime -re- 
duction programs. In particular, the National 
Crime panel and city -level samples currently 
being monitored by the Bureau of the Census 
should produce a rich body of information on as- 
pects of criminal and victim behavior which pre- 
viously have escaped systematic analysis. A host 
of research problems for which current statistics 
are unsuitable may be confronted with this emer- 
ging data base. 

The most immediate use of survey estimates of 
crime rates, however, has been to compare them to 
official statistics. Reports released by the Law 
Enforcement Assistance Administration have 
stirred public interest by their contrast with 
police figures on crime of the type summafized in 

the F.B.I.'s yearly Uniform Crime Report. Such 
comparisons inevitably reveal wide gaps between 
rates registered by the two sources. National or 
city -level survey- generated figures usually over- 
shadow official police statistics by á substantial 
margin. This type of analysis has been encouraged 
by the government's decision to calculate U.C.R. - 
compatible figures from citizen surveys, although 
this is perhaps the least useful application of 
the data. The observation that there are varying 
discrepancies between official and survey crime 
estimates does not tell us where the error lies. 
Every statistic is shaped by the process which 
operationally defines it, the procedures which 
capture it, and the organization which processes 
and interprets it. Survey and police crime - 
measurement procedures produce different figures, 
but the reasons for this and its implication re- 
quire analysis. A discussion of how survey and 
official crime statistics differ and why we ob- 
tain these discrepancies may clarify both their 
comparability and their individual interpretation, 
and it may speak to their improvement in the 
future. 

Measurement Error and Official Crime Statistics 

The presence of error terms of considerable 
magnitude is not unique to measures of crime, al- 

though a half- century of continuous criticism has 
focused more widespread attention upon the error - 
ful nature of crime measures than enjoyed by most 
social statistics. Measurement is the process of 
mapping an empirical system into a numerical sys- 
tem. It involves the application of definitions 
to delineate aspects of the empirical system which 
are of interest, and a series of "If...Then..." 
rules matching selected attributes'of those pheno- 
mena to numbers. The resulting figures always map 
the richness of the referent system simplistically 
and inexactly. 
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In measurement terms, all observed scores are 
composed of two elements: they are partially 
"true score" (reflecting what we wish to observe) 
and partially error. Even rapidly repeated, iden- 
tical measurements of the same phenomenon will 
produce different numerical readings. The degree 
to which they are similar -- our ability to re- 

produce our findings -- is referred to as the "re- 
liability" of a measurement process. Reliability 
tests, for example, would gauge the ability of 
various police patrol teams to classify the same 
set of events in the same manner. While the abi- 
lity to examine events twice and find the same 
thing is the sine non of good measurement, 
even reliable measures may not be useful. A re- 
searcher's procedures may not be measuring the 
object of interest, or the resulting figures may 
be artifacts of the measurement process. This 
is a validity problem. Police districts with 
ambitious commanders may consistently produce low 
crime totals. In order to obtain valid, non - 
artifactual measures we must employ multiple and 
differing techniques, cross -checking our findings 
at every turn.2 

Disciplines with well -developed measurement 
traditions have evolved routine procedures for 

coping with these problems. Economists have 
stressed reliability; they require measures which 
are stable and comparable across time.3 Psycho- 
logists emphasize validity. The intangibility 
of the psychological domain heightens concern 
that its apparent orderliness may be an artifact 
of specific methods of investigation. Sophisti- 
cated psychological measurement combines the 
fruits of interviews, projective evaluations, and 
physical observations.4 

The measurement of crime is a substantive and 
methodological problem of interest to researchers 
in a variety of disciplines. Perhaps as a result, 
most of the effort expended upon measurement prob- 
lems has been conducted outside of any coherent 
measurement model. Scattered validation studies 
of official statistics have been reported. Price 
compared state -level property -crime totals with 
insurance rates and uncovered only moderate cor- 
relations.5 But such criterion validation re- 
quires a dependent measure which is relatively 
error -free, and in this case crimes known to the 
police are probably a better indicator of the 
underlying true distribution of events than the 
independent validator. A better example of cri- 
terion validation is the California Criminal 
Statistics Bureau's comparison of police and 
American Bankers Association's figures on bank 
robbery. The latter measure appears to be clear- 
ly defined and exhaustively enumerated, and it 
proved to be reflected quite accurately in offi- 
cial statistics.6 

Validity studies of official measures of more 
typical events, those which are less clear -cut 
and involve more discretion on the part of police 



officers and administrators, have been less hope- 
ful. Comparisons between official records and 
self- reports of delinquency or informal police 
"contact" reports indicate that official figures 
greatly underestimate the volume of events which 
might be uncovered in other ways.? 

The development of our current system of 
gathering and publishing official statistics on 
crime was a response to these problems. The in- 
validity of local department's efforts at data 
collection and the limited reliability of the re- 
ported figures led to the development of the Uni- 
form Crime Reporting system in the late 1920's. 
This system improved reliability and sacrificed 
validity. Standardized definitions, data -col- 
lection forms, and data- gathering techniques pro- 
duced city -level crime totals which were usually 
comparable from year to year, and inter -city com- 
parisons undoubtedly are vastly improved by the 
U.C.R. system. But several important compromises 
were made in the formulation of this statistical 
system. The data are still gathered by local 
authorities, participation in the network is not 
mandatory, and the F.B.I.'s only option in the 
face of fraud is not to publish the reported 
figures.8 early as 1931 the Wickersham Com- 
mission called for the creation of a centralized 
data -collection service and rigorous data - 
quality control.9 The misreporting and under- 
reporting apparently endemic in current official 
statistics has led to their widespread devalua- 
tion. 

Survey Measurep of Crime 

Continuing dissatisfaction with official meas- 
ures led to the development of alternative tech- 
niques to gauge the scope and distribution of 

crime in American society. The most important of 
these is the population survey, a measuring de- 
vice (with its own characteristic reliability and 
validity problems) which has yielded striking new 
pictures of the crime problem. 

The use of the sample survey to study crime 
reflects dissatisfaction both with the apparent 
accuracy of official figures and the paucity of 
information they purport to reveal. The yearly 
Uniform Crime Report does not speak to questions 
about the characteristics of victims of crime. 
Offender data is available only on arrestees, 
although victim testimony might shed some light 
on the characteristics of successful criminals. 
Finally, little data is reported on the physical 
and social circumstances under which most crimes 
occur, even though this has tremendous implica- 
tions for their solution and deterrence. 

It was apparent to the President's Crime Com- 
mission that population surveys potentially 
could speak to all of these inadequacies, and in 

the mid- 1960's the Commission funded several 
pilot projects and a national sample survey to 
test their utility. -0 Since then, the federal 
government has inaugurated a regular surveying 
program on a national scale and has funded sev- 
eral local and state -level investigations.11 

It was inevitable that the victim -based data 
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gathered by these large -scale surveys would be 
used to gauge police -reported crime statistics. 
Suspicion of official statistics has become wide- 

spread and appreciation of the errors in crime 
data particularly well- known, much more so than 
the enormous insecurity felt by researchers who 
regularly employ attitude measures and self - 
reports of behavior. The latter deal skeptically 
with data and demand elaborately scaled, multiple 
item indicators of concepts before they testthe- 
ories with any confidence. The items in the 

Crime Panel surveys elicited a much larger volume 
of events than reported by police, so it is wide- 
ly assumed that they are "more accurate" measures 
of the true volume of crime in society. But such 

gaps are inevitable. Despite the surface simi- 
larity of the resulting figures, the measurement 

operations and their errors differ greatly when 
we compare police and survey procedures for esti- 
mating crime rates. The social and organiza- 
tional processes which stand between events 
occurring in the world and our survey or official 
maps of them produce quite different kinds of 

crime statistics. 

Sources of Measurement Error 

In the course of mapping crime events into a 
numerical system, both official and survey mea- 
surement procedures generate considerable error. 
If we think of error as the gap between a true 
score and an observed score for an event, Figure 
I may be a useful summary of what we know about 
its sources. On the survey side, measurement 
error has been investigated intensively in a 

Figure 1 goes here 

series of pilot studies which began in 1966. Our 
knowledge of error- generative processes on the 
police side is older, but has been considerably 
enhanced by studies of victim behavior and sys- 
tematic observations of police work during the 
past decade. 

Ironically, the first stages in the official 
measurement process lie largely in the hands of 
civilians: the victims of crime, their relatives, 
neighbors, and bystanders. The first public 
filter through which events must pass is percep- 
tual: someone must know that a crime has taken 

place. This is in part an information problem. 
For example, a great deal of larceny from com- 
mercial establishments (shoplifting and employee 
theft) is discovered only in the form of inven- 
tory shrinkage.12 In this case we know that 

crime is taking place, but criminal events remain 
unknown and uncountable. The general difficulty 
is that discreet events may escape detection, 
while continuous indicators of their occurrence 
--like dollar losses per quarter or shortages at 
audit -- cannot be enumerated under our current 
system of social accounts. The problem is also 
conceptual: people must define an event as fall- 
ing into the domain of events about which "some- 
thing must be done." This appears to inhibit 

the reporting of much consumer fraud, and it is 

the difference between crime and "ripping- off." 
Attitudinal studies of the ligitimacy of theft 
or fraud upon large private and governmental 



bureaucracies indicate that there is far from uni- 
versal agreement about the labeling of some beha- 

viors in our society. The problem of who does 

the perceiving is also of interest. Pilot sur- 
veys in Dayton and San Jose revealed that a sur- 

prising 25 percent of all personal crime and 20 

percent of all property crime is reported by some- 
one other than the victim.14 Sample survey, vic- 

tim based studies of reporting and non -reporting 
are not designed to cope with this. 

The decision to call the police has been the 
focus of considerable research, for it is proba- 

bly the most important factor shaping official 

statistics on crime. In the Dayton -San Jose 
pilot surveys conducted in 1972 respondents re- 
called that about 60 percent of all robbery, 56 

percent of all larceny, and 40 percent of all 
household burglary was not reported to the police. 
Their reasons for failing to do so were numerous: 
the largest categories chosen were "not serious 
enough" (25 -30 percent), "nothing can be done" 
(25 percent) or that the harm or loss was slight 
(10 percent).15 Other analyses of the reporting 
problem have focused upon race, class, or even 

personality characteristics of victims rather 

than their manifest responses, although the uti- 

lity of this approach is not particularly clear. 

It appears that the characteristics of the event 

are controlling: who did it (relative or stran- 
ger), why it was done (economics or passion), 
what was the damage to person, property, or pro- 

priety, and what were the participants' estimates 
of the burdens and benefits of evoking the police. 
Only a portion of the latter calculation- -that 
involving the victim's fear of the police- - 
would appear to be a straightforward race -and- 
class problem. Despite much discussion of this 

factor, neither Ennis' national survey nor the 
Dayton and San Jose studies revealed more than 2 

percent giving that response.16 

Observational studies of police behavior indi- 
cate that even after the police are called the 

outcome of the crime- measurement process remains 
problematic. Crime recording becomes a social 
and organizational activity. Reiss and Black's 
descriptions of police- citizen encounters in 
Chicago, Boston, and Washington, D.C. indicate 
that extra -legal factors greatly influence the 

decision to write a formal report.19 The police 
are loath to file a report when the relational 
distance between the participants in a dispute 
is small, in part because they know that it is 

very unlikely that the case will be pursued in 
the courts. They tend to defer to the disposi- 
tional preferences of the complainant, who often 
mobilizes the police only to warn or threaten 
another party. Both complainants who are defer- 
ential to the police and higher- status victims 
are more likely to be successful in persuading 
the police to file a report. The police also 
act upon their own assessment of the complain- 
ant's culpability. Often responsibility for per- 
sonal crimes or their outcomes may be apportioned 
among the parties, and police respond to the div- 
ision of blame. Finally, in cases where juven- 
iles are parties to a dispute the police tend to 
defer to the dispositional preferences of adults 
at the scene. 
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These observations suggest another reason why 
official statistics on crime should be lower than 
survey estimates. Unlike survey enumerations 

where the victim's claim ultimately must be re- 
corded on his terms, police "measurement" takes 
place within the context of the event. Complain- 

ants are often surrounded by witnesses and by- 
standers who contribute their interpretations of 
events, and -- surprisingly often -- suspects them- 
selves are present to offer countercharges and 
alternative explanations. The decision to file 
a formal report is almost "Judicial" in the sense 
that an officer weighs claims and counter- claims 
before making a disposition in a case. Patrol 
officers quickly learn to be suspicious of the 
motives of complainants, for their authority is 
often evoked for private purposes.18 Claims of 
victimization are not taken on face value. As 
the Uniform Crime Report does not present pre- 
disposition case totals, but only "founded" 
complaints for each city, we have no idea of the 
dimensions of this process. Scattered reports 
of large departments on hand indicate that the 
effect of "unfounding" be considerable: approxi- 
mately 25 percent of rapes, 13 percent of robber- 
ies, and 19 percent of gun assaults reported to 
the police were discounted in these cities. They 

probably would generate self -reports of victimi- 
zation, but they did not enter our social accounts. 

Technical considerations, including difficult- 
ies with the classification scheme employed in 
gathering official statistics, may introduce 
measurement errors on the police side as well. 
The uniform crime reporting system imposes a set 
of definitions which usually do not match the 
criminal -code pigeonholes into which the police 
must daily sort events. The definitions are also 
neither mutually exclusive nor exhaustive. The 
translation from local to national terminology 
appears to vary from jurisdiction to jurisdiction, 
enhanced by local differences in training and data 
quality contro1.19 Errors of this sort will shift 
over time within cities as well. The tremendous 
variation and apparently random distribution of 
"manslaughter by negligence" totals reported in 
the Uniform Crime Report, for example, appears to 
be a function largely of variations in local 
practice.20 Survey studies of crime, on the other 
hand, utilize measurement operations which may 
vary considerably across cities. Because these 
error terms differ, further "gaps" will appear 
between figures from the two sources. 

The final source of error on the police side 
is organizational and political. The ability of 
official records systems to "retain" information 
once it has been entered is problematic. In 1966 

a department audit of stationhouses in New York 
City revealed 20 -90 percent underreporting of 

events in their files.21 These and other dis- 
coveries suggest that crime is an organizational 
problem in police departments. Especially in 
cities with a strong "stationhouse culture" or 
where district commanders are evaluated on their 
ability to reduce crime, we should observe a con- 
sistent tendency toward underreporting by police 
departments. Events also disappear individually 
in response to political influence or bribes, but 
this is less likely to skew totals in common crime 



categories. 
The dramatic impact of variations in police 

record keeping procedures upon crime statistics 
is illustrated by "before-and-after" studies of 
cities which have overhauled their systems. Many 
of these were noted by researchers for the Crime 
Commission in their discussion of crime statis- 
tics.22 New York City's 1950 reorganization, for 
example, boosted that department's robbery totals 
by 400 percent, larceny 700 percent, and assault 
with a weapon 200 percent.23 The Commission cor- 
rectly perceived such overhauls as part of a more 
general phenomenon: the increasing professional- 
ism of big -city police departments. A working 
hypothesis would be that as departments central- 
ize their administration, automate their informa- 
tion systems, and encourage more legalistic be- 
havior on the part of beat patrolmen, error in 
the official measurement of crime may be signi- 
ficantly reduced. 

The sources of measurement error on the survey 
side have been investigated in a series of 
national and city -level pilot studies. In some, 

alternative techniques are employed in different 
random samples of a population and the results 
are compared. In others, police records are sam- 
pled to locate respondents who are known to have 
been victimized. They are interviewed and their 
recall patterns analyzed. Each method gives us 
a different check of the reliability and validity 
of survey measures of crime. 

These investigations suggest that the first 
question we must ask is, "Will the victim be 
interviewed ?" This raises both data collection 
and sampling problems. In early pilot studies a 
randomly selected adult was used an an informant 
for his entire household. Interviewers quizzed a 

single respondent about the victimization ex- 
periences of each family member. In the Dayton - 
San Jose surveys, a random half of the sample in 
each city was completely enumerated; interviewers 
questioned every household member over the age of 
thirteen to elicit self- reports of victimization. 
Apparently informant fatigue or lack of informa- 

tion about other household members is a substan- 

tial problem, for individual questioning elicited 

significantly more events. The differences were 
so marked that future government surveys will 
employ only complete household enumerations des- 
pite their increased cost. 

Sampling deficiencies, on the other hand, have 
not been remedied. In the city -level studies 
conducted by the Bureau of the Census the sam- 
pling frame is bounded by the territorial limits 
of the central city. But an average of thirteen 
percent of the daytime population of the nation's 
core cities are commuters.24 In Chicago, for 
example, over 400,000 workers leave the city at 
sundown. Tourists and other transients account 
for another fraction. Although they may be vic- 
timized and can report their experiences to the 
police, they are not eligible for interviewing 
under current procedures. 

Even if they enter the sample, victims of crime 
may not successfully recall the event. As Albert 
Biderman has noted, one of the most striking 
findings of the victimization pretests was the 
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relatively low salience of many crime events. 
"In practice, most respondents seemed to find it 
difficult to remember incidents of victimization 
other than recent cases.25 The problem of memory 
fade has been investigated in two ways. First, 
known victims have been selected from police re- 
ports and interviewed. Their recall rates have 
climbed from 62 percent (Washington) to 74 percent 
(San Jose), reflecting successive improvements in 
the Census Bureau's questionnaire. Second, re- 
spondents have been required to recall known 
events within time frames ranging from three 
months to one year. These tests reveal a sharply 
decreasing recall rate for temporally distant 
events. The same phenomenon may be observed by 
plotting the date of occurrence of each event re- 
called by randomly selected respondents. Monthly 
crime rates estimated from survey responses drop 
sharply as an inverse function of time.26 The 
effect is so striking that accurate survey measure- 
ments require brief recall periods. This means 
that very large samples are required to provide 
yearly crime estimates. The current compromise 
for the National Crime Panel is six months; re- 

spondents in the city studies are asked to recall 
events for an entire year. police estimates, of 
course, are subject of few of these difficulties. 

Reverse checks of police records also indicate 
that recall rates in an interview setting are 
sensitive to variations among the events them- 
selves. They suggest that responses may not be 
forthcoming even if an event is recalled. Victims 
appear to be unwilling to report clashes with 
friends or relatives, for example. In San Jose, 
those who the police noted had been victimized by 
strangers recalled the event 75 percent of the 
time; only 22 percent of the cases where the 
police recorded that the offender was a relative 
were recalled, and 58 percent of those cases in- 
volving an acquaintance. In general, property 
crime was much more fully recalled than personal 
crime. Rapes were revealed only tentatively; in 
the San Jose pilot survey all recalled rapes were 
described as "attempted." It should be noted 
that these variations are similar to those which 
appear to affect the willingness of victims to 
relate their experiences to the police as well. 
Disputes within families and rapes are both 
highly underreported. And, as it was noted above, 
the police appear to be less willing to file for- 
mal reports when disputants are acquainted. In 
this case, survey and official measures both 
systematically undercount the same classes of 
events. 

As noted in Figure 1, the final step in the 
survey measurement of crime involves the coding 
and classification of reported victimizations. 
It is difficult to judge how successfully this 
process reflects the event. In his report to the 
Crime Commission, Ennis related a modest test of 
the inter -coder reliability of his classification 
scheme. Teams of lawyers and detectives were 
successful in classifying citizen- reported vic- 
timizations in the same U.C.R. categories as his 
research staff about 65 percent of the time. In 
a validity test of the more advanced San Jose 
Survey instrument, Census personnel classified 
259 of 292 recalled victimizations into the same 



categories as the local police who initially re- 

corded them. Since we have no confidence that 
police and the interviewer were told exactly the 

same story, it is a remarkable correspondence. 

This, coupled with the face validity of the cur- 
rent survey instrument- -the items are drawn to 

tap the dimensions which define Part I offenses 
in the Uniform Crime Report -- suggests that the 
classification stage of the process is probably 
less troublesome than most. 

A final and potentially important source of 

error in both survey and official measures is the 

intrusion of other events into the observed score 
for a city or household. On the police side, 
fraudulent claims may be registered. People may 
misuse the police in personal vendettas, they may 
invent crimes to disguise their own culpability, 
or they may attempt to register excessive insur- 
ance claims. In addition, actual events which 
lie outside the domain of interest may be mis- 
classified as falling within it. The most ser- 
ious problem on the survey side is telescoping. 
Method checks of all kinds indicate that the ten- 
dency of respondents to "telescope in" events 
which occurred outside of the reference period of 
the survey and to claim that they occurred within 
the specified interval is quite strong. For ex- 

ample, known victims telescope events which police 
files place firmly beyond the reference period. 
Experiments with the Census' Quarterly Household 
Survey panels indicate that bounded interviews 
may avoid distortions of this kind. Respondents 
who are asked to recall events which have oc- 
curred since an interviewer's last visit report 
as few as one -half the number of victimizations 
recalled by those who are quizzed about the same 
period who have not been previously ques- 
tioned.L Given the low salience of most crime 
events and their steep forgetting curve, victims 
require signposts to guide their recall. 

Estimating Error Magnitude 

Like any measure, estimates of crime rates con- 
tain error. Given the magnitude of the sources 
of error discussed here, it is remarkable that 
official and survey measures of crime covary as 
closely as they do. The existence of these mul- 
tiple measures enables us to estimate in rough 
fashion the magnitude of the error in each, and 
to generate some simple correction factors which 
may make them more useful. Additional methods, 
tests and analyses of existing data may contri- 
bute further to our understanding of the dimen- 
sions of error. 

Crosschecks of recall errors in the survey 
measurement process indicate that the rate at 
which interviews "recover" events is fairly high. 
In the San Jose pilot survey of 1971, of the 394 
known victims who were located for questioning, 
292 recalled the event in some form. Table 1 -A 
presents the recall rate for various sub -cate- 
gories of events. Note that rates for frequent 

crimes, larceny and burglary, were higher than 
those for less frequent events. Table -A also 
presents the total number of personal and house- 
hold victimizations recalled by the residents of 
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San Jose proper in the standard population survey 
phase of the pilot study. These are then pro- 
jected into "corrected" totals which take into 
account patterns of non -recall. As the column 
totals indicate, the San Jose survey may have 
recovered approximately 75 percent of the five 
classes of events of interest. This is very 
rough indicator of the recovery power of the 
victimization survey instrument, one that re- 
quires further refinement. 

Táble 1 -B examines the respondent's contribu- 
tions to errors in survey measures of crime. The 
forgetting curve plotted in Table -B indicates 
that recall periods exceeding three months may 
lead to the substantial undercounting of offenses 
in the population. A test of the ability of those 
recalling events to place them in the proper month 
--an essential check of the ability of surveys to 
provide time -series crime estimates of the type 
anticipated -- indicates that recall accuracy de- 
grades sharply after about three months as we11.28 
These curves, which were computed from data in the 
report of the San Jose pilot study, suggest that 
the six -month recall period used in the National 
Crime Panel and the twelve -month period bounding 
the city -level samples may contribute significant- 
ly to the error components of those measures. Be- 
cause these curves were calculated from the same 
data used to estimate survey recovery rates in 
Table 1 -A, it is impossible to untangle here the 
distinct contributions to error of the salience 
of events and their temporal distribution, however. 
The estimates of the magnitude of forward tele- 
scoping error presented in Table 1 -B are based 
upon the Washington, D.C. pilot survey. There, 
seventeen percent of the victimizations recalled 
by selected respondents occurred before the in- 
dicated cut -off point when a six -month limit was 
specified, and 21 percent telescoped in events 
which occurred before a twelve -month limit. As I 

noted before, telescoping effects --which lead to 
an overcounting of events --can be controlled by 
"bounding" the recall period with a salient event. 
The National Crime Panel utilizes the previous 
visit of an interviewer, while city -level inter- 
views must rely upon verbal instruction. The 
latter measures are much more likely to overesti- 
mate crime rates due to telescoping errors. 

Error introduced in stages preliminary to the 
interview are more difficult to estimate. Sam- 
pling errors for individual cities are introduced 
by the systematic elimination of commuters, con - 
ventioners, and tourists from the sampling frame. 
The effect of this loss upon one crime statistic, 
motor vehicle theft, is very roughly estimated in 
Table 1 -C, where motor vehicle statistics for the 
city of Chicago are presented. The recent victi- 
mization survey of Chicago estimated that resi- 
dents there suffered about 38,700 vehicle thefts 
in 1972, or a loss probability of .03 per motor 
vehicle. Projecting commuter vehicle losses at 
only one half of the rate for city residents it 
appears that excluding commuters from estimates 
of city crime probably undercounts victimization 
by about 8 percent for this offense. Other crimes 
dealt with in the victimization surveys cannot be 
so easily projected. Commuters are susceptible 
to personal larceny, robbery, assault, and rape, 



probably in that order; conventioners and tour- 

ists may be more at risk than commuters in all of 
these categories. This systematic elimination of 
potential victims of crime is redoubled when we 
consider the distribution of known victimizations. 
The victimization surveys indicate that many of- 
fenses, most notably assault and robbery, dis- 

proportionately victimize young males; they are 

also a demographic group which is most difficult 
to enumerate in a population survey. A summary 
estimate is that we undercount by 5 percent or 
more due to sampling limitations. Together, 
sources of error on the survey side of Figure 1 
probably accumulate to undercount events by 30 
percent. 

Reversing the analysis enables us to probe the 
magnitude of error terms on the police side as 
well. The most satisfactory test would reverse 
the record -check procedures utilized in the pilot 
surveys: follow -up studies of offenses which were 
apparently reported to the police would be con- 
ducted to determine which could be found in po- 
lice records.29 None of the police departments 
which have extended their cooperation to re- 
searchers has granted access to their records on 
this scale. A simple analysis of the marginal 
frequencies of reported and officially recorded 
events in some of the sample cities suggests that 
the gap between the two sources would be consi- 
derable. Many events which occur and are said 
to have been turned over to the police do not 
appear to survive police processing. 

Without further cooperation on the part of city 
police departments, errors in the official meas- 
urement of crime must be estimated from aggregate 
totals. Officials and survey estimates of city 
crime rates consistently differ. The ratio of 
robberies recalled in interviews to robberies 
known to the police in Portland --one of the 
smallest cities analyzed here --was greater than 
3 -to -1 in 1971 -72; in New York City, more than 
21 robberies were recalled to interviewers for 
every event recorded by the police. Table 2 
presents official and survey robbery estimates 

for five cities surveyed in 1972 as part of the 
Bureau of the Census' Large City study. 

Table 2 goes here 

The victimization surveys also asked each vic- 
tim of a crime whether the event was reported to 
the police. This reporting rate can be used to 
"correct" survey estimates of the crime rate in 
each of the five cities for citizen- induced 
errors in police figures. While it is socially 
desirable to respond under questioning that one 
reported a crime, which will inflate this figure 
somewhat, it is clear from Table 2 that substan- 
tial distance remains between citizen "reported" 
and police recorded crime. The gap was smallest 

in Detroit, where police accounts of robbery 
added up to 73 percent of the "reported" (by 
recall) by city residents. Philadelphia's ex- 
tremely low robbery count, which amounted to only 
37 percent of what her residents claim to have 
reported to the police, may be related to numer- 
ous charges that police there cheat on their 
statistics. 
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The figures presented in Table 2 suggest that 
official "crimes known to the police" are probably 
not very accurate indicators of the true volume 
of crime in a community. In the case of robbery, 
official totals accounted for an average of only 
38 percent of the victimizations recalled by 
citizens of these five communities. That figure 
varied considerably across cities: official rob- 
bery totals added up to 48 percent of the survey 
figure in Detroit, and only 22 percent in Phila- 
delphia. If the interview recovery rate for in- 
dividual and commercial robbery in these cities 
approximated the individual rate in San Jose 
(76 percent - see Table 1), official robbery 
totals might amount to an average of only 28 
percent of the true total, and that figure might 
drop to only 17 percent in Philadelphia. The 
correction for error induced by citizen reporting 
practices improves this picture somewhat -- official 
figures may reach 63 percent of "reported" rob- 
bery- -but it appears that organizational processes 
contribute considerably to error in police - 
recorded crime statistics. 
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of Crime 
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Rape 100 67 149 
Robbery 2840 76 3737 
Assault 8980 48 18708 
Burglary 17610 90 19567 
Larceny 45900 81 56667 
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Table 2 

Estimates of Official Measúrement Error 

Total' Total2 
Official Survey 

City Robbery Robbery 

Survey3 
Measure of 

Reporting Rate 

Estimated 
"Reported" 
Robbery 

Official As 
Percentage of 
Survey "Reported" 

Chicago 23531 64100 57.5 36881 64 
Detroit 17170 36100 65.4 23638 73 
Los Angeles 14241 36400 55.1 20064 71 

New York City 78202 191400 59.5 113863 69 

Philadelphia 9710 44000 58.9 25914 37 

Average 28571 74400 59.3 44072 63 

SOURCE: 'Uniform Crime Report, 1972. 

2iCrime in the Nation's Five Largest Cities," Washington: 
National Criminal Justice Information and Statistics Service, 
Law Enforcement Assistance Administration, April, 1974, Table 1. 
This includes both individual and commercial offenses. 

3lbid., recomputed from Table 8. This rate includes both 
individual and commercial reports. 

Table 1 -C Estimates of Survey Measurement Error (continued) 

1 -C: Sampling Frame Loss Estimate: 
Motor Vehicle Theft in Chicago, Illinois, 1972 

Vehicle Registration 1,260,0004 

Survey Theft Estimate 38,7005 

loss probability .03 

Total Commuting Autos 
Daily Entering City 206,0006 

Commuter Vehicle Loss 
at One -Ralf City Rate 3,090 

SOURCE: 1Tablas 12 and 39, Crime and Victims: A Report on the Dayton -San 
Jose Pilot Survey of Victimization. Washington: Law Enforcement 
Assistance Administration, Department of Justice, June, 1974. The 
San Jose robbery total presented in Table 12 of that source is 
clearly incorrect -this is my estimate from the robbery sub- totals. 
Rape totals are not reported in raw form; 100 is estimated from 
percentages elsewhere in the report. 

2 "San Jose Methods Test of Known Crime Victims," Statistics Technical 
Report No. 1. Washington: National Institute of Law Enforcement 
and Criminal Justice Statistics Division, Law Enforcement Assistance 
Administration, June, 1972, Table C. 

3Accuracy and memory fade figures were calculated from Table 4, "San 
Jose Methods Test...," cit., 14; telescoping data were reported 
in: "Victim Recall, Pretest (Washington, D.C.)," Demographic 
Surveys Division, Bureau of the Census, June 10, 1970, Table G. 

4Annual Report, Illinois Secretary of State, 1972. 

5 "Crime in the Nation's Five Largest Cities," Washington: National 
Criminal Justice Information and Statistics Service, Law Enforcement 
Assistance Administration, April, 1974, Table 1. 

Bureau of the Census. Journey to Work. Washington: U.S. 

Government Printing Office, June 1973, Table 2. 
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A GOALS ACCOUNTING SYSTEM* 

Nestor E. Terleckyj, National Planning Association 

I. INTRODUCTION 

In this paper, I would like to give a brief 
summary of results of a study soon to be published 
by the National Planning Association under the 
title, Estimating the Possibilities for Improve- 
ments in the Quality of Life in the United States, 
1973-1983, in which a goals accounting system is 
developed and a resulting set of estimates pre- 
sented. Because the methodology of this work and 
its underlying rationale have already been de- 
scribed elsewhereland are again discussed in de- 
tail in the forthcoming book, I shall give only a 
brief summary of the results and the current set 
of estimates. I will then discuss some of the 
conceptual issues which bear on the design of the 
goals accounting system and on the meaning of the 
estimates provided by it. These are: the content 
of economic analysis as applied to production of 
particular social changes, the basis for selecting 
the goals concerns and indicators, the treatment 
of time, and the applicability of results to 
policy -making. 

The purpose of this work was to provide a 
method of estimating the production possibilities 
of particular social changes seen as goods. 

The present results are highly experimental. 
While quantitative estimates are always made with 
incomplete information, the present estimates en- 
tail a substantial degree of uncertainty regard- 
ing the proper specification of the system as a 
whole and its variables and uncertainty at the 
estimation level regarding the statistics and 
other information used. 

The system entails many abstractions and a 
set of very complex relationships. In order to 
obtain an even approximate understanding of the 
system as a whole and its relationships, acom- 
plete elaboration of the entire analysis is first 
necessary. Only then can judgments be made about 
desirable changes in the design and content of 
the analysis. 

The goals accounting analysis rests on a 
series of specific assumptions. Of these assump- 
tions, two should be mentioned here since they may 
help to distinguish the goals accounting analysis 
from other lines of endeavor. One assumption is 
that the social and economic trends are not com- 
pletely determined; there exist possibilities for 
departures from these trends and in particular 
for achievement of levels of social output above 
those given by the trends. These possibilities 
are first broadly defined by technical opportuni- 
ties, comprising the set of what may be possible 
within the scope of technology, within the limits 
of the environmental, social and demographic 
feasibility, and within the given limits of time. 
The feasible changes are further specified by a 
set of economic constraints, i.e., by the amount 
of resources which may be available to achieve 
these technically feasible additional changes 
which represent improvements on the ongoing trends. 

The second assumption is that at any point 
in time in addition to fixed modes of operation 
there exists a discretionary margin in the use of 
resources and in the types of activities under- 
taken by the individual decision units in the 
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private and in the public sectors. The relative 
size of this margin can be defined as a function 
of time such that the amount of resources which 
can be allocated to the discretionary activities 
while initially very small increases with time. 

The present study has drawn on a number of 
related analytical developments from which many 
elements of the goals accounting system were de- 
rived. These related developments are mentioned 
briefly here and are discussed in greater detail 
later on in this paper. 

Thus, the present work draws on the earlier 
goal research at the National Planning Associa- 
tion which was aimed at relating a set of broadly 
defined national goals to the resources of the 
national economy. The critical element adopted 
from that line of analysis is the use of the re- 
sources base of the entire economy, and of activi- 
ties of both public and private sectors. In all 
probability, at the level of output presently 
considered, a partial analysis confined to either 
the market economy or the households alone or 
only to public programs at the different levels 
of government, would be completely incapable of 
assessing the full set of production possibili- 
ties, because the inputs from the private sector 
and the public sector activities are highly com- 
plementary in production of improvements in the 
rates of social change. 

The variables defining the goals outputs are 
in a large measure derived from the social in- 
dicator work, which in its modern embodiment was 
developed by social scientists in the late 1950s, 
and has continued since, findig expression in 
official governmental reports. 

Another component has been derived from new 
approaches to the analysis of public expenditure4 
and from the new theories and rrearch in the 
field of consumer expenditures. Both of these 
developments, in different ways, were concerned 
with the objectives for which the expenditures 
are made. These analyses helped in formulating 
the activity -output approach underlying the goals 
accounting system, and in selecting, from among 
the much wider range of social indicators, those 
that operationally could be considered to approxi- 
mate most closely the objects of household and 
collective consumption. Current fiscal analysis 
also helped to define the concept of discretionary 
resources. 

The goals accounting system is also related 
to work in economic projections and technological 
forecasting because it involves estimates of 
future resource supply and projections of the out- 
put coefficients, and to futurism in that it deals 
with contingent trends. 

II. SUMMARY OF THE ESTIMATES FOR THE PERIOD 1973-83 

1. Components of the Goals Accounting System. 
The analytical system for estimating the range of 
possibilities for producing discretionary social 
change consists of the following five elements: 
(a) Selection of areas of social concern such as 
health and public safety and identification of 
quantitative indicators such as the average life 
expectancy and the rate of violent crime to 



measure conditions that are the main objects of a 
given concern; 
(b) Projection of ten -year trends in the indica- 
tors selected. These trends serve as the base 
from which discretionary changes be produced 
in year ten; 
(c) Identification of discretionary activities, 
their costs and their effects on the conditions 
measured by the indicators; 
(d) Distinction between fixed and discretionary 
uses of economic resources on the part of indi- 
viduals, private institutions and governments, 
and a ten -year projection of resources available 
for discretionary activities divided into two sub - 
periods and into private and public sector 
components; 
(e) Calculation of the maximum feasible output 
of combinations of discretionary activities that 
can be undertaken with the estimated resource 
supply. 

The goals accounting system has been designed 
to be open -ended, so that it could readily accom- 
modate changes in any of its components, such as 
addition or deletion of areas of concerns or of 
indicators, selection of activities and estimation 
of their possible effects and costs, and projec- 
tions of resources. The estimates are tentative 
and. preliminary 

As mentioned, the full rationale and discus- 
sion of this design and of the specific selection 
made is being provided in the forthcoming volume 
and cannot be described extensively here. Here I 
would like to summarize briefly the results ob- 
tained in the present round of estimates which 
were calculated for the period 1973 -83 with the 
dollar magnitudes expressed in 1973 prices. These 
estimates supersede the quantitative results pro- 
vided in the earlier articles. 

Areas of Concern and Indicator Trends. 
In the present round of estimates, the set of 
social concerns selected for study and the indi- 
cators used to represent them were very similar to 
those used earlier. Table 1 lists the areas of 
concern and the indicators. It also shows the 
past, current and projected levels of the indica- 
tors used. (The present tabulation differs some- 
what from those published earlier. The principal 
change from the past selection of goal categories 
is that the economic growth measured by GNP is no 
longer included as a goals category. This was 
done because economic growth requires different 
and a more complete analysis in its own right. 
But, the calculation of possible effects of the 
discretionary activities on economic growth is 
continued. An additional indicator is included 
for basic education representing dispersion of 
achievement of basic skills. Most indicators are 
now normalized for population size, and defined 
in terms of percentages or averages. In a few 
cases, however, it was too late to revise the en- 
tire set of estimates.) 

The list of the areas of concern represents a 
set of domestic social concerns which require both 
individual and collective activity and resource 
expenditure for their support. The indicators are 
intended to represent the main dimensions of these 
concerns. The indicators represent a set of more 
basic and, therefore, probably also more stable 
variables than either quantities of goods and 
services purchased by the consumer units or the 
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measures of volume of governmental programs and 
services, both of which serve the objectives 
represented by the indicator variables. 
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Discretionary Activities, their Potential 
Output and Cost. The distinction between discre- 
tionary and nondiscretionary activities and the 
resulting use of resources is reflected in the 
identification of discretionary activities which 
have a potential to produce indicator output and 
which could be undertaken over the period 1974 -83, 
and in the projection of supply of discretionary 
resources over this period. The discretionary ac- 
tivities were derived from a survey of existing 
policy proposals and of analytical studies in the 
respective fields of social concern. Their list 

is meant to include the major possible activity 
innovations or extensions of existing activities 
which are technically and culturally feasible and 
which could have some positive effects on any one 
or more of the indicators chosen. Activities 
with negative effects are not included. The 
particular effects of the discretionary activities 
and their ten -year costs, specified by subperiod 
and fiscal source, were estimated at their judged 



full. capacity level beyond which they would not 
contribute productively. The estimates of activity 
effects and costs were arranged in two matrices 
which are shown as Tables 2 and 3, respectively. 

Table 2 contains the activity -output matrix 
summarizing the effects of the 28 discretionary 
activities on the 22 indicators at full capacity. 

is an addendum item.) However, multiple ac- 
tivities sometimes may interfere with each other 
or one may be sufficient for achievement of a 
particular level of change. For these reasons 
the net effect of multiple activities on a given 
indicator be less than the sum of the indi- 
vidual effects of the same activities. The maxi- 
mum effect of all activities on each of the in- 
dicators is shown on the last line of Table 2. 

The activity -cost matrix is shown in Table 3. 
The elements of this matrix are the private and 
public sector cost of the discretionary activities 
in each of the two subperiods. These distinctions 
are made in order to improve the realism of esti- 
mation because the resources clearly are not 
readily transferable between private and public 
sectors or between early and later periods. For 
many activities, substantial early resource uses 
are required in order to achieve the result at 
the end of the ten -year period. Two subperiods 

are defined to allow for these patterns. 
The activity -output matrix and the activity 

cost matrix define the technical possibilities. 
The degree to which the technical possibilities 
are economically feasible is determined by the 
economic constraints which are estimated from a 
projection of discretionary resources. 

The concept of cost of discretionary activities 
is based primarily on real resource costs. How- 
ever, certain transfer amounts representing a 
10 percent addition to the real GNP components 
are included because production of changes in cer- 
tain goal indicators, such as reduction of the 
proportion of the population living in poverty 
conditions, may be accomplished by means of trans- 
fer of the economic output rather than its net 
production. The amount of these transfers in- 
cluded in the resource projection is constrained 
by the particular assumption made in the under- 
lying economic projection. 

Resource Projection. The first step in 
making the ten -year projection of resources which 
could be available for the discretionary activities 
was to identify within the national income accounts 
the portion of the economic totals which corre- 
sponds to expenditures in support of the goal cate- 
gories included in the goals accounting system. 
The second step was to find the corresponding 
items within the current NPA economic projection. 
How this was done is described in full in the 
forthcoming volume. The third step consisted of 
identifying that portion of the total expenditures 
related to these goal categories which is neces- 
sary to support the projected base trends in the 
output indicators or which is in effect committed 
to ongoing activities and the residual which repre- 
sents the discretionary margin. This residual is 
the estimated supply of resources available for 
performing the discretionary activities. 

In the first step it was established that ap- 
proximately 56 percent of the total economic re- 
sources (GNP plus the additional 10 percent of 
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transfers) represented expenditure for social 
goals. analyzing elements of the ten -year 
economic projections made by the National Plan- 
ning Association, the past growth trend of the 
share of social expenditures relative to GNP and 
to the GNP plus transfer components was identi- 
fied and projected. The discretionary proportion 
of the total expenditure for social concerns was 
estimated by an extension of the fiscal dividend 
analysis. A mathematical formula was developed 
which describes the momentum of the ongoing com- 
mitment and its weakening over time. The critical 
parameter of the formula which describes the rate 
at which the committed resources become released 
with extension of the time horizon, was estimated 
by reference to existing official and private 
analyses of the federal government budget and 
private? analyses of state and local budgets. The 
public sector discretionary resources were esti- 
mated then from the formula. A further extrapo- 
lation was made for the private sector by refer- 
ence to earlier and different studies of consumer 
expenditures for necessities and for service of 
fixed commitments .8 The formula results are 
further constrained by a requirement that suf- 
ficient resources to support the base trends in 
the indicator levels remain nondiscretionary. The 
final estimates of discretionary resources and 
their composition by sector and subperiod are 
shown in Table 4. 

In addition to this standard projection, 
alternative projections were made embodying various 
assumptions about the rate of economic growth and 
about shifts of resources between social and other 
objectives of spending. Neither seems to have any 
appreciable effect on the amount of discretionary 
resources available. However, changes in the rate 
which expresses the degree to which resource com- 
mitments are fixed could greatly affect the re- 
source availability. The amount of discretionary 
resources is very small compared to total amount 
of resources available in the economy for the 
present group of objectives. 

Estimating the Range of Feasible Changes. 
The final component of the analysis is calculation 
of the range of changes that are feasible both 
technically and economically. Technical feasibil- 
ity is given by the coefficients in Table 2. The 
economic feasibility is limited by the resource 
availability which was estimated in Table 4. 

In calculating the cost of simultaneous 
changes in diverse conditions represented by 21 
different indicators, some rule is needed to select 
them systematically from the almost infinite vari- 
ety of the possible combinations of changes. It 
is not possible given the present state of the 
art- -and probably would not even be desirable - -to 
collapse the distinct dimensions of the quality of 
life represented by the 22 indicators into a single 
index. The rule followed presently was to take 
uniform percentages of the technically feasible 
change, (shown in the last line of Table 2), and 
to calculate the least cost of that combination 
for different percentage levels of the technical 
potential first for all indicators and then for 
groups of indicators reflecting the more special- 
ized concerns, such as with the environment or 
with education, skills and income. 

The least cost was calculated for different 
levels of each combination until the cost of the 



the combination approximated the amount of re- 
sources available. 

The least -cost estimates were made by an 
adaptation of linear programming which was de- 
veloped in the present study to allow for the 
non- additivity of effects of individual activi- 
ties on an indicator.9 The method consists of 
using an expanded version of the activity- output 

Table 2 

matrix (not shown here) with different columns 
applicable to different levels of indicator 
output. 

Under the strict assumption that each sub - 
period and fiscal component represents a distinct 
resource constraint on how much change can be 
achieved, it was calculated that only 16 percent 
of the technical potential would be possible 
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Table 3 

DISCRETIONARY 1974 -1983 

Distribution Private and Public Planing 

Components 
of 

Total 

As Percent 
of 

Total Cost 

s 

1. Change health -related habits 
patterns 17 16 15 16 52% 50% 

2. Health services related to opacifie 
coalition 66 6 33 16 26 66 

3. Special health 

91 30 0 61 0 33 population 

4. of la 10 15 0 41 96 

5. end other opportunities 
for the young 51 7 2 34 8 17 8o 

6. 

73 11 1 55 6 17 90 

7. Improved educational 
and approaches 183 7 o 158 18 4 90 

8. care for children 126 17 4 84 21 17 80 

9. Universal acmes to higher education 273 5 0 268 0 2 100 

10. Structural higher 
education 70 11 2 53 4 18 91 

11. Maintenance, updating ad 
of job .kills 46 22 183 91 20 67 

12. Specialised training for those outside 
mainstream of labor fora 94 9 0 05 0 10 100 

13. Private savings, insurance, pais 
200 16 64 24 96 40 20 

14. Old pais at 40% of current media 
earnings 30 0 0 30 0 0 100 

15. Extended program -tax 
to abolish poverty and near-poverty 76 o o 76 0 o 

16. Aid to depressed inities 171 18 3 136 14 12 

17. Construction of 108 17 36 29 46 

18. Design testing of new neighborhood, 
city regional environments 202 16 16 85 85 16 50 

19. Lunation in cers, roads, and other 
transportation components 155 1 7 27 120 5 

20. Pollution control 171 12 12 76 71 14 51 

21. baie 332 75 8 024 25 25 

22. Recreation facilities in neighborhoods 127 15 10 61 41 20 60 

23. Major facilities 80 13 3 51 13 20 80 

24. of 26 6 o 18 2 25 92 

25. Pure - institution, tien, 
communication 36 4 1 24 7 15 79 

26. The arts - institutions, education, 
subsidies, forms 28 3 1 16 8 15 69 

27. Reduction in working time 0 0 21 86 0 20 

28. innovations 91 1 6 17 67 8 20 

Total listed net additive) 3,399 379 202 1,966 836 17% 69% 

across the board in all the indicators. The 
limiting resource for all indicators together, 
well as for the specialized groups of indicators, 
is the amount of discretionary resources avail- 
able in the public sector in the first subperiod 
(defined to consist of the first four years). 
In order to obtain an appraisal of the maximum 
amount of change that might be available, 
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Table 4 

Resources Available for Discretionary Activities, 
1974 -1983, by and Sector 

(in billions of 1973 dollars) 

Period 

Available Available 
in the in the 
Private Public Total 
Sector Sector 

1974 -1977 $82 

1978 -1983 1,208 
Total for 1974 -83 1,290 

999 

418 

$101 
1,607 
1,708 

additional assumptions were made as to the extent 
to which the resources available in the public 
sector in the early subperiod could be augmented. 
After consideration of different possibilities, 
such as increases in taxation, borrowing or 
governmental productivity or development and sub- 
stitution of private for public activity compo- 
nents, it was assumed that a total of $40 billion 
could be used as a limit on the achievement of 
outputs in 10 years. With the $40 billion in 
discretionary public sector resources as the ef- 
fective constraint, 30 percent of the technically 
feasible improvement in each indicator was calcu- 
lated as economically feasible. These 30 percent 
changes are shown in Table 5, together with the 
trend levels and the trend changes for the period. 
Because the activities have multiple output 
effects, more than 30 percent can be achieved for 
some indicators. But the table does not show 
such additional changes that would occur as a 
result of requiring achievement of a minimum 
30 percent of the technical improvement potential 
in each of the indicators. The use of the matrix 
stage method to accommodate non -additivity of the 
effects in the least -cost calculation does not 
permit accurate calculation of these additional 
"slack variable" outputs. 

But, even using only 30 percent, the amount 
of change that is both technically and economi- 
cally feasible is quite substantial in relation 
to the trends. For 14 of the 22 indicators, it 
approximates or exceeds the amount of the autono- 
mous trend improvements. When only some rather 
than indicators are required to change, higher 
proportions of the potential are achievable. 
Therefore, the feasibility of achievement of sub- 
sets of goals such as those limited to health and 
safety or to the quality of the environment is at 
a higher percentage level. Those specialized 
estimations are not discussed here, but they are 
included in the forthcoming book. 

However, it is very important to realize 
that, even if the numbers are assumed to be cor- 
rect, the maximum feasible potential for change 
is not an estimate of the probable outcome. In- 
deed, in a non- market situation represented by 
large -scale activities which really are not within 
the scope of an optimizing decision mechanism, the 
possibilities for losses of efficiency are present 
at many stages of the implementation of activities 
as well as in choices of their components. The 
full range of possible outcomes then, with the 
base projection taken as given, is between an 



Table 5 

Changes in Levels of Goal Achievement: 1 Base, 1983 Projection, 
and the Maximum 1983 Levels (Set at 30% of Technical Potential) 

Consistent with Judgmental Maximum Resource Supply of the Limiting Resources 

Indicators 

Maximum 1983 Level 
Assuming Achievement of 
a Minimum of 30% of the 

1973 1974 -83 1983 Technical Potential 

Base Base Trend Increment over 

Estimate Increment Projection Trend Projection Total 

1. Average life expectancy at 
birth - years 71.3 

2. Percent of persons with major 

disabilities 17.5 

3. Number of violent crimes per 
100,000 persons per year 668.0 

4. Index of mean performance in 
grade 12 based on standard tests 100.0 

5. Percent of students 3 or more 

years behind 1973 average 24.0 

6. Number of persons completing 
college - thousands 957.0 

7. Number of persons not in main- 

stream of labor force - millions 11.1 

8. Median earnings of individuals 
in 1973 dollars -thousands 5.9 

9. Percent of population below poverty 

standard 11.4 

10. Percent of population in near 

poverty conditions 4.8 

11. Percent of population with living 
standard loss of over 30% 8.6 

12. Family income ratio: 20th to 

90th percentile 25.0 

13. Mean family income, Negroes as 

a percent of Whites 65.0 

14. Hourly earnings of women as percent 
of earnings of men 60.0 

15. Percent of persons living in 

adequate housing 88.0 

16. Percent of persons living in 
adequate neighborhoods 77.0 

17. Percent of population affected by 

bothersome pollution 62.0 

18. Percent of persons regularly 
taking part in recreation 21.0 

19. Index of preservation of life 
and natural forma 100.0 

20. Number of scientists active in 

basic science -thousands 81.0 

21. Number of active artists - 
thousands 265.0 

22. Discretionary time - hours per 
person per year 2,111.0 

+1.4 

-1.1 

0 

+5.0 

-5.0 

+385.0 

-2.3 

+1.9 

-2.7 

-1.3 
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+6.0 
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+4.0 

+10.0 

-16.0 
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+10.0 

+58.0 

+58.0 

+88.0 

72.7 

16.4 
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19.0 

1,342.0 

8.8 

7.8 

8.7 

3.5 

8.7 

25.0 

71.0 

60.0 

92.0 

87.0 
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139.0 

323.0 

2,199.0 

+2.7 75.4 

-2.0 14.4 

-134.4 533.6 

+8.1 113.1 

-4.8 14.2 

+390.0 1,732.0 

-2.2 6.6 

+0.4 8.2 

-2.6 6.1 

-1.0 2.5 

-2.1 6.6 

+2.7 27.7 

+3.6 74.6 

+3.3 63.3 

+2.4 94.4 

+3.9 90.9 

-11.1 35.1 

+8.4 62.4 

+18.0 128.0 

+24.3 163.3 

+94.5 417.5 

+203.1 2,402.1 

increment of zero and an increment of the 30 per- 
cent of the technically feasible change in all in- 
dicators, and of higher proportions for more 
limited groups of indicators. 

This of the results contained in the 
forthcoming volume is quite brief. But rather 
than go into details which are or soon should be- 
come available, I would like to spend the remain- 
der of time discussing some of the issues appli- 
cable to the system as a whole. 
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III. ECONOMIC ANALYSIS OF PRODUCTION APPLIED TO 
SOCIAL CHANGE 

The goals accounting system is a result of 
application of economic analysis to the study of 

social change. Specifically, it is an applica- 
tion of economic theories of production and al- 
location to the questions of production of incre- 
mental social changes over a given time interval. 

Application of economic analysis to a 



noneconomic subject is not new. Formally, pro- 
duction of social change lends itself as much to 
economic analysis as any other kind of production. 
Indeed, present work draws on the considerable 
amount of economic analysis which has been applied 
already to many of the fields of social concern. 
The social concerns with income maintenance and 
with distribution and with aspects of human capi- 
tal traditionally have been directly related to 
economic analysis and research. also the 
economics of soma of the more specialized fields, 
such as health, has been reasonably well developed 
for some time. 

The present study deals with the economics 
of production rather than of consumption and hence 
with the supply of rather than the demand for 
changes in the conditions represented by the 22 
indicators. Consequently, the study is based on 
the economic theory of production. The produc- 
tion and the cost functions are defined by the two 
matrices which were shown in Tables 2 and 3. 
Technological conditions expressed in these func- 
tions are given exogenously by a survey of tech- 
nological opportunities. This survey is described 
in detail in the forthcoming publication. The 
parameters of the production function include the 
activity -output and activity -cost coefficients, 
capacity limits of activities, and the interaction 
coefficients representing the nonlinearities of 
production by multiple activities Which are in- 
cluded in the multi -stage matrices. 

The present production function has a few 
specific characteristics. First, it is an incre- 
mental production function defined for a ten -year 
period for the discretionary increments of changes 
in the conditions measured by the indicators. 
These changes are in addition to changes given by 
nondiscretionary trends. These trends are treated 
as given in the use of resources, in the content 
of ongoing activities, and in the output of the 
production processes for which the resources are 
used. 

The production function is an activity analy- 
sis function. For each activity a capacity level 
is defined. For activities taken singly, the out- 
put is proportionate to the level of activity from 
zero to the full capacity level. At levels beyond 
capacity the output remains the same as at the 
capacity level. 

The production function deals with marginal 
products achievable over the time interval. With 
this focus of the question, there is no need to 
explain the base trends or the initial conditions 
represented in them. 

Even though constant returns were assumed 
within each activity, diminishing returns prevail 
in production of change in every indicator between 
the activities even in the absence of interactions, 
because activities differ in the productivity 
(i.e., cost- output ratios), for each indicator 
output, and because more than one activity affects 
each output. Therefore, the least -cost expansion 
path for each indicator follows a diminishing re- 
turns path (though theoretically it could be con- 
stant for same) consisting of segments of progres- 
sively lower productivity. The diminishing returns 
to individual indicators are strengthened by the 
circumstance that for many indicator outputs there 
are negative interaction effects among activities. 

Another feature of the production function is 
existence of pervasive joint products even at the 
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present very high level of aggregation. The ac- 
tivity output matrix cannot be partioned at all 
into any submatrices. 

The level of aggregation embodied in the 
production function is very high. Unlike in 
microeconomic analyses where the individual pro- 
duction processes are well within control of 
single firms or even departments of individual 
firms, there are no decision units corresponding 
to an activity in the present case. The activity 
is an ánalytical construct not a counterpart to 
an organization. In practice, many decision units 
would correspond to any one of the present activi- 
ties and there would be much strategic behavior 
among them, as well as uncertainty, lack of in- 
formation, time lags and other impediments to 
optimal equilibrium. 

The budget constraint which defines the locus 
of feasible transformation possibilities is given 
by the projection of the discretionary resources. 

Conceptua» y, present analysis addresses only 
the supply side of economic relationships, in 
that it deals with estimating the production pos- 
sibilities frontier. It leaves out the demand 
side which could help identify optimal locus on 
the possibility frontier. The primary application 
of the goals accounting system, therefore, lies in 
efficiency analysis. The methods here developed 
(assuming that the data used is reliable or 
materially more reliable than alternative informa- 
tion) may help to establish whether or not a given 
point lies on the efficiency frontier or within 
it thus incorporating waste. 

However, economic analysis can illuminate the 
demand side by contributing some criteria to defi- 
nitions of categories of social concerns and out- 
put indicators or at least some criteria for dis- 
tinguishing among alternative categorizations 
and measurements. 

IV. IDENTIFICATION OF AREAS OF CONCERN AND OF THE 
INDICATORS TO MASURE CONDITIONS IN THOSE AREAS 

1. Level of Definition. The areas of con- 
cern and their indicators are defined at the level 
at which the objectives of collective and individ- 
ual activities can be quantified, the resource 
uses identified, and the productive relationships 
estimated. Output defined at this level is pre- 
sumably more fundamental and more closely related 
to utility of individuals than the output measured 
at the level of conventional goods and services 
exchanged in the market or at the level of work- 
load items of public programs. 

Nbst categories of social concern used in the 
goals accounting system are readily recognizable 
from other uses. They include, among others, 
health, basic education, safety, and recreation. 
Also, many of the indicators chosen as summary 
measures of the conditions in these categories 
are well known statistics, such as mean life ex- 
pectancy at birth, average earnings of working in- 
dividuals in constant dollars, or proportion of 
population below the poverty line. Others, such 
as the proportion of workers not in the mainstream 
of the labor force, or the adjusted rate of violent 
crime, are derived from more or less well -known 
public or private statistics. A few indicators 
were simply outlined or postulated, where no sta- 
tistics exist. This group includes proportion of 
population affected by pollution, proportion of 



population living in satisfactory neighborhoods 
and the index of conservation. 

At this level of definition the categories 
of concern are not oriented to the even more 

but intractable categories of values. 
The categories and the indicators do not address 
the fundamental, cultural or moral values or un- 
derlying principles of behavior. They are not on 
that plane. Rather, they represent definitions 
and measurements at a level intermediate between 
the conventional economic quantities (real dollar 
expenditures, man -hours worked, indexes of goods 
and services produced, etc.), on the one hand and 
either the fundamental principles of maximizing 
behavior of individuals (which in the economic 
literature has been called ") or basic 
and difficult intangibles (happiness, enlighten - 
ment, salvation) on the other. 

The present system of categories and the in- 
dicators they represent attempts primarily to ex- 
tend the application of economic analysis at least 
on the production side from the objects of market 
transactions and the amounts of taxes and public 
spending to a more generalized process of social 
production in Which the objectives of individual 
and collective consumption which are measured by 
aggregate indicators are treated as goods and the 
market and public goods and services are treated 
as intermediate inputs. 

The present analysis was developed at the 
time of and is based in part on analytical develop- 
ments Which were motivated by the dissatisfaction 
with the limitations of and desire to generalize 
such traditional formulations of the performance 
variables of the economy as the average family in- 
come or the economic growth rate. In going beyond 
real product and income, the indicator output 
variables of the goals accounting system attempt 
to represent the real quantities of some of the 
results of what the individuals and social institu- 
tions, including governments, presumably spend 
their income for. 

Perhaps in the conditions of great economic 
scarcity, with consumption of necessities absorb- 
ing all or nearly all of income, measurement of 
income was, and is, a sufficient priority indica- 
tor for judgments about the level of economic and 
perhaps even social well - being. But, at higher 
levels of income, such as now attained in the 
United States, direct measurement of objectives 
of expenditure and a long -term view of these ob- 
jectives and of income are appropriate. Many in- 
tellectual developments contribute to interest in 
direct measurement of the standard of living by 
means of the indicators of "quality of life." 

There is now a much increased understanding 
of the difference between the expenditure of re- 
sources for a purpose and accomplishment of that 
purpose and of possible difficulties in translat- 
ing expenditure into its purpose. This distinc- 
tion is basic to two analytical developments which 
pursue it in private and in public sectors, re- 
spectively: the new economics of consumption and 
public program analysis. These developments had a 
large influence on the formulation of the activity - 
output and the activity -cost matrices included in 
the present system. 

In the public sector, the initial concern was 
with attempts to estimate the economic value of 
benefits produced by public works in order to 
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compare them with cost The analysis was extended 
to comparative costs and effects in defense ex- 
penditures and finally to the entire budget of 

the federal government with considerable edapta- 
tions in the state and local governmental Mader- 

lying this movement was the growing recognition 

in and out of government that expenditure of 
money is not a sufficient definition of results 
'of a public program but that these results should 
be measured in terms more directly relevant to 
t he specific policy objective and presumably to 

the utility of individuals for whose benefit the 

program is conducted --in the case of public goods 

the entire population. While a satisfactory 
measurement of the public sector output may still 

be some time in the future, some beginnings have 
been made in developing useful real output in- 
dicators for some government programs. 

New research in the consumer sector has been 
concerned with defining objectives of consumer 
expenditure. This analysis is much more empir- 

ically oriented and has a firmer theoretical 

foundation than the analysis of output in the 

public sector. The more traditional analysis of 

the consumption process stopped with the act of 
purchase by consumers of a given commodity. The 

new approach focuses on the consumption process 
which entails use of purchased goods along with 

work, time and other resources in activities on 

the part of members of households (which could 
consist of single individuals). The objective of 

this process is to transform the range of pur- 

chased commodities and other endowments and re- 

sources of the household into outputs or outcomes 

such as health or care of children. These out- 

comes or outputs are more directly related to the 

utility and hence the objectives of the households 
than the commodities and other inputs used in 
their production. This process has been called 

the household production process. At the same 
time, it was also realized that individual com- 

modities possess multiple characteristics and 
that these characteristics When combined with 

other commodities embodying their on distinct 
sets of characteristics, can be used as inputs in 

producing the more desirable combinations of 

characteristics, which either directly or indirectly 

can serve in the household production activities." 

The existence of multiple characteristics has also 

been used in the analysis of price differentials 
among the nonhomogeneous consumer and capital 

The present formulation of multiple ac- 
tivities with multiple outputs is analogous to 

this concept. 
2. Partial Coverage. Even at the level of 

measurement which it addresses, the coverage of 
the goals accounting system is not complete. Less 

than the full range of national expenditures is 

represented. 
As already indicated, the categories of con- 

cern and their output indicators were defined at 

one particular level. The present study has ex- 

plored the extent to which the different types 

of social changes lend themselves to analysis 
within the framework of economic production. At 

the beginning of the present research, attempts 

çere made to include categories of freedom, 

justice and harmony. Search was made for some 

at least partial indicators for these categories 

with which estimates of a set of productive 



relationships for conditions represented by these 
indicators could be developed. These attempts were 
not successful. The difficulty was encountered 
at the first stage of specifying an indicator 
which would satisfy the criteria of general or 
at least wide acceptability of its relationship 
to the object it intended to measure.- There- 
fore, the second level of difficulty which might 
arise in identifying productive relationships for 
the activity -output matrix and the activity -cost 
matrix was not encountered. It was possible, on 
the other hand, to specify indicators and, at 
least to some extent, the productive relationship 
for possible changes in the several dimensions of 
economic equality which were included as areas of 
social concern. 

All output indicators are assumed to have a 
recognizable normative direction. As objects of 
household and collective production, they should 
have positive marginal utility. At this time, it 
was postulated that they do, but no validation 
test has been performed. The general, and perhaps 
even universal prevalence of positive marginal 
utilities can probably be argued, a priori, in 
case of objects of household production, such as 
health. Such hypotheses of positive marginal 
utility are testable by the now available empiri- 
cal methods. But the goals accounting system also 
includes indicators representing the distributional 
changes as well as public goods (e.g., science) 
which are not in any major way objects of observ- 
able economic household behavior. Existence of a 
consensus for valuation of the direction of change 
is now argued ad hoc for each of these categories. 
It is not clear whether any empirical validation 
tests based on observable behavior could be de- 
signed at present for these categories. 

Coverage of activities is also partial. The 
list of 28 activities included in the activity 
output matrix does not correspond to the full 
range of plausible futuristic scenarios. Not in- 
cluded among the present activities are changes 
with negative effects on any of the indicators or 
on basic social values. Also not included are any 
of the broad changes in the society and culture, 
such as, for example, changes in the general social 
climate regarding expectations for the future or 
in the extent of trust existing among the members 
of society. Level of trust present in the culture, 
it has been observed, contributed much to economic 
growth, for example, through the overwhelmingly 
voluntary compliance with contracts. Undoubtedly, 
changes in the level of trust would affect produc- 
tivity in achievement of social outcomes here dis- 
cussed. But such changes in culture are autonomous 
or at least not within the scope of economic pro- 
duction activities. 

3. Selection of Categories of Concern. The 
specification and selection of categories is 
limited with regard to level and scope. The choice 
of level, intermediate between conventional goods 
and services and the basic values was already dis- 
cussed. 

In order to limit the amount of work, it was 
decided to focus on a group of interrelated con- 
cerns and to limit the selection of the areas of 
concern to domestic social fields, excluding inter- 
national relations and national defense categories 
on the one hand and certain business investment 
and consumption items, mainly food and clothing, 
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on the other. Also excluded were the concerns 
with the overall performance of the economy, i.e., 
employment, price stability, international bal- 
ances, and economic growth for which well - 
developed analytical models already exist, which 
at some point could perhaps be linked with the 
goals accounting system. In any case the selec- 
tion made was thought to have sufficient variety 
of concerns to permit study of achievement of 
multiple goals simultaneously. 

The categories of concern were determined 
primarily by reference to earlier categorizations 
made by others on other occasions. These in- 
cluded categorizations used in the analysis of 
consumer expenditures and the functional cate- 
gories of public budgets;s-in earlier goals re- 
search at the National Planning Association which 
in turn followed categorizations in the report of 
the Commission on National Goals of 196016in the 
social indicatoTsfield, in discussions of 
public affairs. 

The choice of some of the categories, such as 
health, public safety, basic education, and higher 
education was almost obvious. The reason for 
including others was less clear -cut, especially 
for such newer fields of articulated public con- 
cern as environmental quality or supply of basic 
resources. Pollution control was included but the 
basic environmental improvements and continuity 
of supply of necessary resources emerged as artic- 
ulated issues too late to be incorporated in the 
body of this work. However, as developed, the 
goals accounting system can readily accommodate 
future additions, reformulations or deletions of 
areas of concern. 

Some fields which were included, such as 
conservation, the arts and science, while well - 
recognized as objects of collective concern and 
production, are at present not directly relatable 
to the framework of household production. One of 
the issues raised for the future work in goals 
accounting is how to treat public goods (including 
distributional) categories of concerns in a theo- 
retical framework based essentially on the house- 
hold production model aggregated to the national 
level. One possibility is to omit categories 
which are not directly objects of household pro- 
duction and perhaps add those, such as food, which 
were not presently included. The result would be 
a consumption model with goods redefined as objects 
of consumption as given by the household produc- 
tion processes permitting perhaps some new useful 
analyses, e.g., of living standards or cost -of- 
living defined in terms of the more basic vari- 
ables than income and quantities of goods and 
services. Another possibility, the one followed 
presently would be to include collective or mostly 
collective categories alongside those which repre- 
sent directly objects of household production and 
hence direct indicators of well -being of families 
and individuals. Still another possibility would 
consist of incorporating the collective concerns 
into a household utility model defined not as ele- 
ments of governmental activities, such as biomedi- 
cal research or public schools which contribute 
inputs to the already recognized household produc- 
tion processes but the public goods, and distribu- 
tional concerns. Whether such an attempt would be 
successful is not clear. In any case, the task 
would be extremely difficult, but perhaps not 



hopeless. That useful analytic connections may be 
feasible is suggested by the circumstance that 
such a seemingly exogenous variable as population 
growth has been shown to be, at least in part, 
directly related to the desired family size and 
age structure which is an object of household pro - 

Such an approach would undoubtedly re- 
quire a more complex analytical model than the 
one embodied in the present set of matrices and a 
more general concept of resources and cost than 
is presently used. 

Within the field of household production, 
economic analysis can help in identifying cate- 
gories of expenditure. The analytical tool of 
demand analysis may be of help in identifying 
groups of expenditures corresponding to groups 
commodities within which economic substitution 
and complementarity relationships are strong while 
they are weak or nonexistent between its members 
and commodities not in the group. The available 
methodology of econometric research permits in 
principle to establish which of the alternative 
categorizations reflect existing behavior better 
or worse. 

As far as public expenditure is concerned, 
it is easy to identify the formal budgetary cate- 
gories of governments. Some divergence exists be- 
tween the detailed institutional decision - making 
structures, such as governmental agencies, appro- 
priation accounts and congressional committees 
acting on them and the functional objects of gov- 
ernmental expenditure, but at the summary level 
the degree of correspondence is considerable. 
Those categories of public expenditure which al- 
ready correspond to objects of household produc- 
tion probably should be examined together with 
private expenditures for those objectives. It is 
not clear, however, whether formulation of public 
goods categories should be derived from existing 
organizational and functional divisions in public 
budgeting, or whether the criteria for their defi- 
nition should be sought directly in individual and 
household behavior. 

Selection of Indicators of Social Change. 
The procedure followed in the choice of indicators 
for the fields of concern was to examine the exist- 
ing general statistics and the social indicator 
literature for each field. The objective was to 
represent the principal or at least one or more of 
the important concerns of the field, so that the 
indicators selected would correspond in an im- 
portant way to the objective of the field of con- 
cern. For some fields, such as health, or economic 
equality of races, it was comparatively easy to 
identify the statistical indicators which have had 
wide currency and which would correspond in a 
reasonably good way to the principal considera- 
tion, even if they did not completely cover all 
the important aspects of the concerns reflected 
in the field. In the field of health, two indi- 
cators rather than one were considered necessary 
because the state of health cannot be described 
adequately by survival alone. A person may be in 
importantly different conditions of health or dis- 
ability, and the second indicator, prevalence of 
disabilities was therefore included. Another and 
sufficient reason for including the second indica- 
tor was that the correlation between causes of dis- 
ability and causes of mortality is comparatively 
weak and potential reductions in disability are 
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not highly correlated with potential increases in 
life expectancy. The degree to which the indica- 
tor selected was correlated with an alternative 
or additional indicator was another criterion for 
deciding on the number of indicators. If two are 
highly correlated, little insight is gained and 
much statistical noise is introduced into calcula- 
tions by including both indicators. 

For some of the other indicators, while some 
precedent existed, the statistics were very limited 
or not available at all. In the case of basic 
education, an index of the average scores of tests 
of verbal ability, writing and mathematics at the 
twelfth grade was postulated as the indicator 
along with the proportion of students more than 
three years behind the base year average. But, 
the actual trend data had to be pieced together 
from different sources, and comparability of dif- 
ferent seta of tests had to be assumed. As an 
indicator for the concern with the public safety, 

it was decided to use the violent crime rate. 
But it was necessary to adjust the reported crime 
statistics for underreporting in order to obtain 
an estimate of crimes actually occurring. The 
adjustment was based on the data in the victimi- 
zation survey conducted in the mid- 1960s. 

In still other fields, it was necessary to 
formulate conceptually the kind of indicator which 
would represent the basic concern and either at- 
tempt to develop the actual measurements, which 
Was possible to do for recreation, or to derive a 
very rough estimate from rather tenuous informa- 
tion, as in the case of pollution control, or 
finally simply to postulate an index without even 
specifying its content and to assume rough orders 
of magnitudes for possible changes in this index 
as was done for conservation. This last procedure 
probably would not be very useful in the future 
except perhaps at an intermediate stage for 
facilitating inclusion of new fields for which 
information is typically very deficient, and rough 
judgments about the magnitudes may be preferable 
to omitting the field entirely. 

Methods developed in economic research prob- 
ably can be of some help in distinguishing among 
alternative indicators and in decisions on how 
many indicators may be appropriate for a field. 
In particular, the so- called "hedonic" analysis 
which attempts to explain differences in prices of 
complex commodities embodying many diverse charac- 
teristics, such as houses or automobiles, may be 
applicable. It may help in distinguishing, for 
example, between formulation in terms of one set 
of characteristics vs. another which would give 
rise to alternative indicators. For example, an 
analysis of automobile prices attempted to compare 
the explanatory power of physical specifications 
and of the performance viables as determined 
through consumer reports. In terms of present 
categories, such an analysis may help, for example, 
in formulating an index of the quality of neigh- 
borhood reflecting judgments of the prospective 
buyers of houses and tenants derived from alter- 
native formulations of definitions for neighbor- 
hood characteristics while holding all the other 
characteristics of housing constant and analyzing 
the actual behavior of a representative sample of 
renters and buyers. Such an indicator would rep- 
resent a great improvement over the presently as- 
sumed indicator. Methods of economic research 



together with the survey methods and other tech- 
niques of social research could within the scope 
of their applicability inform and teat the judg- 
ments made by academic researchers and govern- 
ment statisticians in developing indicators and 
in choosing among them. 

V. TREATMENT OF 

Time defines the scope of the goals account- 
ing system. In the estimates presently developed, 
the time period is 10 years. The output is 
counted at only one point in time, at the end of 
the period. Outputs at times before and after 
the 10th year are not measured. Cost is measured 
by the flow of resources used over the entire 
period up to the 10th year, but not beyond that 
year, with further differentiation of this flow 
between costs incurred in the first four years 
and in the later six years of the ten -year period. 
This distinction corresponds to the distinction 
made in the resource constraints and in turn re- 
flect judgment that the substitutability of re- 
sources between the time periods is limited. 

1. Time Dimensions of Output. The output 
analysis is basically static, though it is incre- 
mental and historical in the sense that it is 
built into a time series analysis and utilizes 
existing time series statistics. Output is seen 
only at a point in time. This is an abstraction, 
perhaps useful, but it entails a limitation. The 
time of availability of output is clearly an im- 
portant element in preferences and a truly dynamic 
analysis which would treat output as a future time 
path for each indicator, presumably would be more 
realistic. Such more generalized analysis, how- 
ever, is totally impractical at the moment. Ana- 
lytical complexities alone would preclude it. 
Problems of calculation and numerical analysis 
would be formidable and possibly insuperable. No 
basis exists for postulating any pattern of time 
preferences which might permit some simplification, 
such as use of discount rates. 

It is possible, though, to establish the in- 
tertemporal tradeoffs within indicators and among 
indicators for two or more points in time. Of 
course, the amount of estimation and the empirical 
content of such analyses would represent a many - 
fold expansion of present scope of research. 

For that reason, after the completion of the 
present estimates, a pilot analysis was begun of 
intertemporal tradeoffs within a single field of 
concern, in basic education. This work is still 
in progress and the results are not available, but 
the basic structure of that analysis can be 
sketched out. It consists of two output indica- 
tors, one the same as presently used for basic 
education, i.e., the mean level of achievement on 
the three tests, and the other, slightly different, 
representing the proportion of students one year 
or more below the base year mean, both defined at 
twelfth grade. It deals with the three points in 
time: years, 10 years and 25 years from the base 
year which gives estimates for 1977, 1983 and 1998. 
Because the outputs at each of the three points in 
time are distinct there are in effect six different 
outputs in the model. Six activities are identi- 
fied which can increase the level of one or more 
of these outputs above the trend level. Some of 
the activities yield output at one point in time 
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while other activities yield output at other 
points. For example, activities consisting of 
increasing learning in early childhood yield out- 
put only in year 25. With the given economic 
constraint estimated from projections of school 
age population, economic growth, and revenues 
available for financing of education, the trade- 
off rates in production (transformation rates) 
among the different pairs of outputs at different 
points in time can be calculated. 

This approach is probably sufficient to form 
judgments about the structure of the intertemporal 
tradeoffs. Increasing the number of points in 
time, which would be a way to approximate a truly 
dynamic analysis in addition to being very labor- 
ious does not appear likely to add much to the 
insight that could be gained at this time, but 
this is only a surmise. 

2. Time Treatment of Inputs. The inputs 
are aggregated over the entire period and are also 
specified as to the time of their use between two 
subperiods. Clearly, some activities require 
longer initiation than others or need preparatory 
phases in order to yield output in a given year. 
These early phases may include research or simply 
a build -up phase of a large activity such as re- 
moving the financial obstacles to access to higher 
education. The existing capacity of the higher 
education institutions would not permit instantan- 
eous admission of all potential applicants, even 
if the funds were available. 

In order to recognize the differences in the 
time shape of activities, two subperiods were de- 
fined of four and six years, respectively, and 
the expenditures were aggregated over those sub - 
periods. The reasons for choosing only two sub - 
periods and of these particular lengths are as 
follows: the scope of the present study could 
accommodate only a few subperiods. Little would 
be gained by attempting a year -by -year analysis; 
clearly the data does not permit that fine a 
resolution. In fact, the empirical data made it 
very difficult to distinguish among even three 
subperiods as was attempted initially; two of 
them invariably got blurred. And yet, one period 
would not be enough because the time shape of re- 
sources availability is highly unequal between 
the early and later years of the ten -year period. 
The disparity in the discretionary amounts esti- 
mated to be available, say, in the third year and 
in the eighth year is practically enormous. Be- 
cause the activities do have different time -cost 
profiles, the time -shape of the availability of 
resources is an important determinant of the 
economic constraint. Using aggregates for two 
subperiods as distinct inputs, was virtually the 
only available choice consistent with making some 
allowance for the differences in the early re- 
source requirements among the activities, on the 
one hand, and the tremendous differences over time 
in the supply of the discretionary resources on 
the other. The length of four and six years was 

chosen by first reviewing the activity time pro- 
files. It was decided that the initiation phase 
should be shorter than the implementation phase 
but longer than two years, because the very short 
initial period would be very vulnerable to the 
uncertainties in the actual estimation of the 
early resource requirements. Also, the very small 
size of the discretionary resources in the public 



sector available over such periods could easily 
be lost within the margin of fiscal fluctuations. 
The same problem but in lesser degree applies to 
the three years. For that reason a four -year 
initial period was chosen. 

The treatment of cost is thus not truly 
dynamic either but begins to approximate it. At 
this point, it is far too early to contemplate a 
dynamic analysis of both outputs and cost. The 
ongoing study of basic education to which I re- 
ferred, will deal with cost over several time 
intervals and may throw some additional light on 
the implication of treating both outputs and in- 
puts as time sequences. 

VI. RELATION TO POLICY - MAKING 

If the experience with the preliminary re- 
sults is a good guide, the goals accounting esti- 
mates are likely to be used in a wide variety of 
situations as a reference source of information. 
The particular applications would vary quite a bit 
with the characteristics of particular users and 
their purpose, as well as with the type of organ- 
ization involved. Perhaps the methodology and the 
data of the goals accounting system could also be 
helpful in construction of analytical policy 
models in government, business, and other organi- 
zations. But no experience is available with such 
an application. In any event, the goals account- 
ing system itself is not a policy model. I dwell 
on this point because it has been often misunder- 
stood. 

In part, the goals accounting system consists 
of a formal optimization (cost minimization) model 
for social changes measured by indicators repre- 
senting long term national averages and aggregates. 
Many formal decision or policy models have also 
been designed in this form but with different 
variables. This similarity of form may give a 
misleading impression that the goals accounting 
system could be viewed as a decision model. It 

cannot. It has no utility function and even its 
efficiency results are limited by the scope of the 
model. There are also three fundamental empirical 
differences between decision models applicable to 
real decision units as they exist and the present 
goals accounting system. 

Differences in Output Variables. The output 
criteria or output variables in the goals account- 
ing system are very different from the output 
variables of actual decision units, governmental 
or private. The output variables in the goals 
accounting system include such aggregate summary 
indicators as the national average life expectancy 
at birth or average earnings per worker while the 
outputs of actual decision units, such as govern- 
mental agencies or program divisions within them 
concern much more intermediate variables such as, 
at the national level, research budgets of the 
different National Institutes of Health or number 
of persons entering the nursing profession, or at 
the local level the number and staffing of the 
school health units. 

Theoretically, one could express national life 
expectancy as a function of intermediate variables 
representing outputs of a decision,unit and of 
variables exogenous to the decision system of this 
unit by means of some function such as: 

L = L(Xi, 
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where L represents life expectancy, measured per- 
haps best as an increment in life expectancy that 
can occur over a specified time interval, the 

Xi's, i = 1, ...n; stand for the output variables 

of the programs of the organization for which the 
policy model is being developed and k = 1, 

...m, are all the other variables which could 
affect the change in life expectancy. Normally, 
the effects of the individual Xi's would depend 

on each other, and on the effects of the 

Analyses in which an aggregate social indica- 
tor is expressed as a function of policy variables 
would be useful in many cases, and the present 
estimates might be of some help in conducting 
them. But, the very few explicit decision models 
that actually exist do not make such connections 
between the output variables of the decision units 
and the macro indicators. There is a 
serious and real issue regarding who should be 

developing such decision models. The agency 
managers may be correct in their reluctance to go 
beyond their clear mandate, leaving the task of 
making these connections to interested outside 
evaluators. There exists, for example, no stated 

policy that the government of the United States 
is attempting to maximize life expectancy, which 

would permit, in principle, a government agency 
responsible for a health program to convert its 
direct output variables Xi into the effects of 

their output variables on life expectancy, Xi 

Aside from the formidable estimating problems re- 

sulting from the instability of the 's because 

of all the other effects on L, there are still 

greater difficulties regarding the normative 

validity of this translation because of differ- 
ences in the public goods content, equity effects, 

risk and uncertainty of the individual 

Also, it is in the practical interest of maintain- 

ing the consensus necessary for the program, to 
measure its effects by the direct output variables 
rather than in terms of their effects on social 
conditions whk h usually are multiple and often 
controversial as well as in the (bureaucratic, 
but very real) interest of income maximization 
of the producing unit,'i.e., of the budget of the 
given governmental agency. 

This discussion is not meant as an argument 
against analysis of existing connections between 
public programs and social conditions, but an at- 

tempt to point out that even in the case of large 
programs of the national government the differences 
between the objectives of decision units and the 
macro indicators are fundamental, and the connec- 

tion between them may be complex, subtle and un- 
certain. Analogous problems arise from differ- 
ences in the time horizons. 

Differences in Time Horizon. The present 

analysis deals uniformly with a projection of 
possibilities of change over a ten -year time in- 
terval. The actual decision units have a differ- 
ent time phasing which, on the one hand, seems to 

involve a much shorter time horizon and, on the 
other, implies, at least informally and in some 

inarticulated way, a principle of dynamic optimi- 
zation where the output is perceived as an entire 

path in time. Intent of dynamic optimization is 

often expressed in public policy- making at any 



level of government; in business, the short -term 
maximization of accounting profits has been shown 
to be a comparatively weak and inaccurate explana- 
tion of corporate behavior also suggesting dynamic 
optimization. Finally, studies of household be- 
havior regarding important long -term decisions, 
for example, in building a family or in choosing 
jobs, offer evidence of dynamic optimization on 
part of the households. 

Yet, regardless of any normative argument, 
one may maintain that as a matter of fact for many 
units in the public sector, the decision - making 
horizon is shorter than ten years. Then, the kind 
of activities which are undertaken represent ex- 
tensions along short -term supply curves, which 
consist largely of changes in the size of the 
operating staff and budget. Over the longer 
period, such as 10 years, the activities would 
normally embody substantial capital investment 
and research and development components which are 
not available for short -term results. The activi- 
ties in the present goals accounting system were 
formulated in the long -run period. Therefore, 
there is no direct correspondence between the time 
horizons of typical decision units and of the 
goals accounting system in this regard. 

Differences in the Decision Content of 
Activities. The large -scale activities included 
in the goals accounting system have no coherent 
decision mechanism. For that reason, the present 
goals accounting system resembles more a set of 
economic projections than a structured decision 
model. The only way to determine the degree of 
possible correspondence between the activities as 
here defined and the outcome of behavior of actual 
decision units would be to develop a theory of 
multiple decision - making with different output 
variables, time horizons and organizational frame- 
works and behavior patterns within the categories 
of the present activities and to estimate the de- 
pendence of the aggregate system on these micro - 
relationships. While this view may help in making 
useful conceptual distinctions and may even sug- 
gest a desirable direction for future research, 
such task cannot be accomplished empirically in 
the foreseeable future. 

In defining an activity, attempts were made 
to picture a realistic scenario under which such 
an activity could actually occur. These scenarios 
are not policy scenarios; they are rather con- 
tingent trends. For example, the physical fitness 
component of activity one would occur if, for 
reasons of health and recreation, large numbers 
of persons decided to pursue physical fitness and 
the public and business sectors provided comple- 
mentary facilities to support such a developing 
demand. It does not mean that provision of the 
facilities by the public sector would bring about 
the interest in physical fitness on the part of 
individuals. In general, activities rest on the 
assumption of existence of complementarities be- 
tween components from different groups of decision 
units. 

I do not believe it would be practical to de- 
velop a general purpose policy system model by ex- 
panding the present estimates to a greater level 
of detail. Even if the data could be obtained, 
its complexity would be overwhelming and its 
validity questionable. On the other hand, I con- 
sider estimation of selected points along the 
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possibility frontiers to be useful, because it 
provides measurements and information which could 
be useful in a wide range of applications in re- 
search and policy analysis, without being 
specialized to any particular type of decision 
units. 
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SOCIAL INDICATORS AND A FRAMEWORK FOR SOCIAL AND ECONOMIC ACCOUNTS 

Richard Ruggles and Nancy D. Ruggles 
Yale University and National Bureau of Economic Research 

The need for social indicators as a basis for 
government policy 

In recent years governments have become 
increasingly concerned with improving the eco- 
nomic and social performance of society. Be- 
yond providing for law and order and national 
defense, governments are recognizing that they 
must bear responsibility for a wide variety of 
social and economic conditions. They must 
concern themselves with the health of the popu- 
lation, the equality of educational opportunity, 
the eradication of poverty, and income security 
for the aged. They have become increasingly 
aware of environmental problems such as the 
need to control waste disposal and reduce the 
amount of air pollution. In brief there is much 
greater concern with a variety of dimensions of 
the quality of life. 

The social indicator movement has been a 
response to these needs for information. Spe- 
cific social indicators have been developed to 
monitor various aspects of society and to give 
some guidance to policy makers. The publica- 
tion of Social Indicators by the Office of Manage- 
ment and Budget represents a first effort in this 
direction by the Federal government. It follows 
closely the sort of information contained in 
Social Trends, published by the Central Statisti- 
cal Offic the United Kingdom. Provided 
systematically over time, social indicators can 
not only monitor social conditions, but can also 
be used to evaluate the effectiveness of govern- 
ment policy in specific areas. This character- 
istic is very important since, unlike the enter- 
prise sector of the economy, the government 
cannot rely on profitability to judge the efficiency 
of its performance. 

As the name implies, social indicators are 
generally oriented to non -monetary aspects of 
society, including demographic and regional in- 
formation.. Discrimination, for example, needs 
to be considered in terms of age, sex, race, and 
ethnic origin. Air and water pollution by their 
very nature must have a regional dimension. 
Much of the interest in social indicators focuses 
on differences in the quality of life in different 
localities or among different social and demo- 
graphic groups. 

There is, nevertheless, considerable dis- 
satisfaction with social indicators as they are 
presently conceived, deriving from the fact that 
they are a miscellaneous collection of tables on 
social statistics, with no clear guidelines as to 
what precisely should be included or excluded. 
Ideally, the social statistics should be so de- 
signed that they would fit into a common frame- 
work, and could be aggregated for the nation as 
a whole, and different types of social statistics 
could be related to one another. 
The national economic accounts and the meas 
urement of economic performance 

In contrast with the apparent chaos of the 
existing social indicators, monetary transactions 
data have been systematically developed within 
a national economic accounting framework, where 
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they are used to monitor the behavior of the 
economic system and to evaluate the perform- 
ance of different sectors of the economy. The 
public eagerly awaits the release of the quarterly 
estimates of the gross national product and the 
measures of the amounts by which output and 
prices in the economy have changed. Business 
behavior, consumer buying intentions, govern- 
ment monetary and fiscal policy, and forecasts 
about the future of the economy are all highly 
sensitive to this information. 

But the national economic accounts do 
more than provide current summary measures. 
The detailed disaggregations by sector and by 
industry show how change is taking place. Sales 
of new automobiles, farm output, the housing 
industry, and government spending on defense 
or social programs all feed into the aggregate 
figures, making it possible to assess their rela- 
tive importance. The impact of changes also 
appears in the wages and salaries of individuals, 
the profits of corporations, and the revenues 
received by state and local governments. To- 
gether, the interrelated set of data facilitates an 
understanding of how the economy functions, and 
an assessment of the importance of different 
parts of the economic system in relation to the 
whole. 

The national economic accounts have 
achieved this integrated, comprehensive frame- 
work by restricting their focus to the network of 
monetary transactions and excluding, for the 
most part, social and demographic content. 
Some limited information in terms of the distri- 
bution of income by size and for specific regions 
is provided, but it is recognized that inclusion 
of such information in any detail would cause the 
system to become unmanageable. There does 
not appear to be any simple way to link the social 
indicator statistics to the national economic ac- 
counts at the aggregative level. 

Despite their omission of the kind of infor- 
mation needed for social indicators, the national 
economic accounts do have the considerable ad- 
vantage that they provide a systematic and inte- 
grated reporting system for the economy as a 
whole. Because of the national accounts, the 
economist can speak about "the economy" and 
its behavior, and the definition and measurement 
of the economy and its performance are quite 
widely accepted. In contrast, the social scien- 
tist who wishes to talk in terms of "the society ", 
has no corresponding system of social statistics 
to define or measure the concept which he has in 
mind. 
The relation of national economic accounts to 
social indicators 

The national economic accounts have been 
an evolutionary development. Adam Smith con- 
ceived of the wealth of nations as the income 
which those nations could generate. Pareto's 
preoccupation with the size distribution of income 
was based upon his feeling that the size distribu- 
tion of income was the most im ortant descriptor 
of the structure of a society. Pigou, examining 



the economics of welfare, came to the conclusion 
that the national dividend does in some utilitarian 
sense reflect the welfare of a nation. In the 
early work of the National Bureau of Economic 
Research on the national income of the United 
States, the major concern was to show how the 
national income changed over time, and how it 
was distributed among the people. In all of 
these endeavors, the focus of concern was on 
the measurement of how well off people were, in 
a nation as a whole and in relation to one another. 
The elaboration of the national economic ac- 
counts into a comprehensive economic account- 
ing system developed much more recently, after 
the publication of Keynes ' General Theory, and 
the wartime experience of the usefulness of a 
full- fledged economic accounting system for 
mobilization for war and for monetary and fiscal 
policy. 

Although monetary transactions that in- 
clude the receipt and spending of income by indi- 
viduals are obviously highly related to welfare, 
focusing solely on monetary transactions does 
omit important aspects of welfare. It has long 
been recognized that the exclusion of non -market 
activities of households such as housewives' 
services, education, and leisure activity leads 
to an understatement of both total output and 
welfare. Similarly, failing to take into account 
the deterioration of the environment and other 
costs related to maintaining the existing way of 
life leads to overstatement of output and welfare. 
If we are to take the total seriously as a welfare 
measure, both additions to and subtractions 
from the existing constructs are needed. Such 
extensions are being worked on at the present 
time by economists both in and out of govern- 
ment. 

This extension of coverage to include cer- 
tain kinds of non -market activity will make the 
national economic accounts more valid for many 
purposes, but it is not as easy to handle at the 
aggregate level the kind of social and demo- 
graphic information which can neither be assigned 
an imputed monetary value nor be aggregated 
for different social and demographic groups. As 
already suggested, the national economic ac- 
counting framework cannot easily accommodate 
highly disaggregated information relating to dis- 
tributions by social group, by region, or by 
social and demographic characteristics. Never- 
theless, it is extremely important to be able to 
relate social indicators and social statistics 
directly to the national economic accounts. If 
this is not done, there can be no correspondence 
between the social statistics and the economic 
transactions data, and the linkage between the 
economic and social information will be lost. It 
must be recognized that for public policy the 
heart of the problem is the interrelation between 
economic transactions and social measurements. 
If, for instance, a satisfactory health level is to 
be achieved for specific regions or social and 
demographic groups, there will be certain costs, 
and it is essential to relate the expenditures to 
the social conditions to which they are addressed. 
Improvement in the quality of education will also 
have costs, and models need to be developed to 
determine these costs. Poverty is by definition 
both a social and an economic reality. Thus, 
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although economic transactions constitute merely 
a portion of the relevant information, they are a 
highly significant portion, and they are central 
to questions of policy relating to the quality of 
life. 
The development of a framework for economic 
and social measurement 

The current NSF%NBER pilot project on 
the measurement of economic and social per- 
formance and its proposed extension have been 
designed to develop a coherent, integrated con- 
ceptual and statistical framework for the meas- 
urement of social performance with both aggre- 
gative and distributional dimensions. It is based 
on the further development of the national eco- 
nomic accounting framework in the direction of 
including non -market activity, improving the 
measurement of intermediate goods and services, 
and evaluating the impact of environmental fac- 
tors. Microdata sets for specific sectors- - 
households, enterprises, and governments- - 
will be developed to provide information on the 
social and demographic characteristics of the 
population, regional and locational information, 
and the interrelation among the revenues and 
expenditure programs of the different levels of 
government. Such microdata sets are designed 
to provide representative samples of individual 
observations containing both transactions and 
non -transactions information. The transactions 
information in the microdata sets would when 
aggregated yield the economic constructs of the 
national economic accounts . Thus for example 
the income of individual households in the house- 
hold microdata set would add up to personal in- 
come, and the value added by individual enter- 
prises in the enterprise microdata set would add 
up to gross national product. The revenue and 
expenditures of the various units of government 
in the government microdata set would add up to 
total government revenues and outlays. The 
national economic accounts thus would provide 
the integrating framework and the control totals. 
The individual observations would, however, 
carry with them such social, demographic, and 
locational information as was needed for the con- 
struction of social indicators and the measure- 
ment of social performance. Thus for example, 
in the household microdata set, information on 
work -leisure, education, health, age, sex, and 
race for each individual would be the building 
blocks from which social measurements could be 
made. 

This strategy of utilizing the national eco- 
nomic accounts in an extended form as the frame- 
work for a system of economic and social data 
rests upon the belief that we should take advan- 
tage of the progress which has been made to date 
in national economic accounting, and that sys- 
tematic extension of the accounts is fully consis- 
tent with the past evolution of national economic 
accounting. Since the days of Wesley Clair 
Mitchell, the National Bureau of Economic Re- 
search has made significant contributions to the 
development of national economic accounting, 
and it is logical that the NBER should continue 
its efforts in this field. 

There is, however, a more compelling 
reason why the national economic accounts should 
be used in developing the framework for economic 



and social measurement. As already indicated, 
although the transaction flows are not satisfac- 
tory by themselves as a measure of social wel- 
fare, the social and economic dimensions of our 
lives are so completely intertwined that a com- 
mon framework is needed to embrace them both. 
Since considerable progress has been made in 
developing an integrated economic framework, 
it seems logical to extend what already exists in 
the direction of a more complete system of eco- 
nomic and social data. 
Enlargement of the national income accounting 
framework 

Three of the principal investigators asso- 
ciated with the project (John Kendrick, Robert 
Eisner, and Henry Peskin) will concentrate their 
efforts on enlarging the national income account- 
ing framework to make it more comprehensive. 
While it is not thought possible to construct a 
unitary welfare measure, various welfare - 
oriented adjustments and additions can provide 
much additional quantitative information that 
will make the economic accounts more relevant 
and useful for appraising changes and differences 
in material welfare. 

John Kendrick will focus primarily on im- 
puting values of non -market activities by sector. 
He will build on his recent work on the formation 
and stocks of total capital to provide information 
on the flows of services from durable consumer 
goods not now included in national income. Addi- 
tional imputations will be made for unpaid house- 
hold and volunteer services, the opportunity costs 
of schoolwork by persons of working age, and of 
the frictionally unemployed, and the personal 
consumption of employees and the public financed 
by business through charges to current expense. 
In addition, there are other categories of non - 
market activities, such as time spent in commut- 
ing and in personal business which should and 
can be added to the body of the estimates. 

Robert Eisner will be working along these 
same lines, but will in addition concern himself 
with problems relating to the valuation and reval- 
uation of assets which give rise to capital gains 
and losses . The role of capital gains and losses 
in the generation and distribution of income and 
as a determinant of behavior has been neglected 
in conventional national income accounting. 
Special emphasis will be placed on estimating 
both depreciation and revaluations . The work 
done to date on revaluations of existing stocks 
has relied heavily on price indices relating to 
the cost of a current supply of similar assets. 
A major part of the further work, however, will 
entail the development of systematic and inter- 
nally consistent revaluation and depreciation 
accounts for all capital assets. Eisner will en- 
deavor to apply this approach to all forms of 
capital, tangible and intangible, in governments 
and households as well as enterprises. 

Henry Peskin is involved in integrating 
into the conventional national income accounting 
structure measures of the flow of services from 
non- marketed environmental assets such as air 
and water. The principal problem is that the 
sources of data on such items as the watershed 
service of wooded land or ecological service of 
estuaries are widely scattered. Furthermore, 
rarely are such data so comprehensive as to 
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provide a readily available national estimate 
suitable for national income accounting use. An 
attempt will be made to provide time series of 
such data using extrapolation methods already 
adopted by EPA for their long term projections. 
Additional sector detail will be provided, espe- 
cially in those cases where the present 2 -digit 
classification hides significant intra- sector dis- 
tinctions in the use of environmental assets. The 
stock of environmental capital will be measured 
for the base year of 1968, and possibly estimates 
can be made of the levels of these stocks for one 
or two future periods as well. Regional break- 
downs of environmental factors will be made, 
utilizing microdata sets for households, enter- 
prises, and government. Finally, an effort will 
be made to improve the existing estimates of the 
social damages associated with air and water 
pollution. Using microdata sets to study the 
pollution impacts on individual households can be 
expected to improve the estimates. 
The development of microdata sets for various 
s ectors 

The remaining members of the project are 
working on the development and use of microdata 
sets for specific sectors of the economy. Each 
of these microdata sets will be aligned with the 
macroeconomic accounts for the sector, and each 
will contain the relevant social, demographic, 
and regional information needed for social meas- 
urement. 

The development of a microdata set for the 
household sector is the primary responsibility of 
Richard and Nancy Ruggles, assisted by Edward 
Wolff. The function of a microdata set for house- 
holds is to provide a set of observations which 
contain social, demographic, and locational in- 
formation in sample form, and at the same time 
are fully integrated with the national economic 
accounts in that the income and outlay transac- 
tions for the individual households, when aggre- 
gated, will yield the totals for households in the 
personal income account of the national economic 
accounts. Such a microdata set will achieve the 
desired linkage between micro and macro data, 
making possible distributions of the aggregates, 
e.g., size distributions of income for different 
social and demographic groups, or for different 
regions. 

In developing an appropriate microdata set 
for the household sector, two problems arise. 
First, appropriate economic, social, and demo- 
graphic data must be obtained, and it is unfortu- 
nately true that no single data source contains all 
of the needed kinds of information. Second, the 
microdata set needs to be aligned so that it actu- 
ally does generate the control totals in the com- 
prehensive national economic accounts . The pilot 
project has devoted considerable attention to 
these problems. Techniques for combining mi- 
crodata from a number of different sources into 
a synthetically matched microdata set have been 
developed. At the present time work is under 
way on linking the 1970 Public Use Sample, the 
1960 Public Use Sample, the Longitudinal Em- 
ployer- Employee Data File (LEED) of the Social 
Security Administration, and the IRS Tax Model 
files to form a single synthetically matched mi- 
crodata set. 

The alignment problem arises due to biases 



in reporting or sampling of the different micro- 
data sets, and adjustment factors must be intro- 
duced to make the information in the microdata 
sets consistent with what is known about the 
totals for the economy as a whole. Thus for 
example, transfer payments received by indi- 
viduals from the government are notoriously 
underreported in any survey relying on individual 
respondents. From government sources, how- 
ever, the total number of people receiving trans- 
fer payments and the total amount paid out is 
known. Corrections can be introduced into a 
microdata file to compenaate for some of this 
underreporting. To the extent that additional 
information is available from yet other sources 
on the characteristics of those receiving transfer 
payments, furthermore, such information can be 
utilized in the adjustment process. 

Milton Moss is carrying out a closely re- 
lated projection of the distribution of lifetime 
income for different groups of persons and house- 
holds over the span of their adult lives, to show 
how these patterns have been changing for suc- 
cessive birth cohorts. This project involves 
putting together both macro and micro data to 
provide a better understanding of the changes 
taking place in the life patterns of the American 
population. 

A closely related collaborative study is 
being carried out by Thomas Juster at the Insti- 
tute of Social Research of the University of 
Michigan. This project is involved in collecting 
time use patterns of U.S. families for a set of 
analytically relevant functional categories . It is 
hoped that it will be possible to introduce such 
time use information into the microdata sets for 
households, to generate information on non - 
market activity required for the macro studies 
of Kendrick and Eisner, and to facilitate micro 
studies relating to the distribution of real income. 

For the enterprise sector, Robert E. Lip- 
sey and Michael Gort are developing micro data 
for individual corporations and establishments. 
In these data, individual plants and offices and 
their characteristics, such as location, size, 
industry, and type of employee, would be linked 
to the enterprises that control and finance them 
and often provide technology or markets for them. 
With such a dataset one could trace the distribu- 
tion by locality, region, and type of employee of 
any event that has affected a corporation. One 
can study the aggregate impact on a locality of 
an economic change affecting companies by aggre- 
gating the effects on different establishments 
within the locality. For several studies already 
under way at the National Bureau, financial data 
have been assembled for approximately 2000 cor- 
porations, and for about 1000 of them data exist 
on the employment in each establishment classi- 
fied by detailed industry. A large variety of 
microdata sets on firms and establishments are 
available from private sources, and exact match- 
ing of data by firm and establishment is possible 
for larger firms and establishments . For 
smaller firms, sample data based upon published 
statistics may have to be developed in order to 
complete the microdata set and align it with the 
macro control totals. 

Finally, a microdata set is being planned 
for the government sector. In addition to the 
Federal government, there are, of course, 50 
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state governments and approximately 78, 000 
units of local government, including. counties, 
municipalities, townships, school districts, and 
special districts. Much of the needed informa- 
tion for a microdata set of governments is already 
gathered and available at the micro level. For 
example, the census of governments collects 
data on government organizations, property 
values, effective property taxes, other sources 
of revenue, local finance, and public employment. 
In contrast to the problems of data collection in 
the household and enterprise sectors, a complete 
census exists and the information is in the public 
domain. Thus there are neither problems of 
sampling nor problems of the disclosure of privi- 
leged information. There are, however, serious 
problems of designing the structure of the data 
set so that it will be consistent for the analysis 
at the micro level (i. e. , so that the interactions 
among firms, households, and the local public 
sector can be modeled), and so that the accounts 
can be aggregated to the national level. 
Interrelation of the micro and macro information 

In a fully articulated national economic ac- 
counting system, the flows among the different 
sectors are consistent. Thus for example, the 
sum of wages paid by enterprises and govern- 
ments is equal to the wage income received by 
individuals . Similarly, taxes paid by individuals 
and enterprises precisely correspond to the tax 
revenue received by the government. It has al- 
ready been noted that aggregation of the micro- 
data set for each sector will yield the macroeco- 
nomic constructs for that sector. In the same 
way, the microdata sets will of necessity be 
linked with one another. At this more detailed 
level, alignment will have to be even more pre- 
cise. Wages paid by a given industry in the 
enterprise microdata set will have to correspond 
to the wages received by individuals in the house- 
hold sector employed in that industry. Similarly, 
in locational terms, wages paid in a given locality 
must correspond to the wages received in that 
locality. Although this task of aligning data and 
providing a consistent articulated set of informa- 
tion is quite difficult, the large variety of statis- 
tical sources available makes it feasible. In a 
great many instances, the problem resolves it- 
self into one of developing appropriate computer 
algorithms for reconciling differences among 
different data sources. 
Social indicators and the use of the integrated 
system of macroeconomic accounts and micro- 
data sets 

As was pointed out initially, the function of 
social indicators is to provide for the monitoring 
and evaluation of various dimensions of the quality 
of life and the functioning of society. By their 
very nature, social indicators embrace both eco- 
nomic and non - economic elements of individuals' 
wellbeing. It is apparent that the selection of 
social indicators will in major part depend on the 
particular observer's set of values. In absolute 
terms there is no "correct" set of indicators, 
and as society's view of its problems changes, 
the particular social indicators needed will also 
change. 

In contrast, the integrated system of 
macroeconomic accounts and microdata sets does 
provide a fully integrated framework into which 



many different kinds of information can be fitted 
and interrelated, and it can be used as the basis 
for the construction of a wide variety of meaning- 
ful and useful social indicators. An example 
may clarify more precisely how an integrated 
system of macroeconomic accounts and micro - 
data sets can be used for such purposes. 

There is considerable interest at the 
present time in the topic of air pollution, and 
measurements of how much air pollution is gen- 
erated by society are needed. On the one hand, 
the production of goods and services causes air 
pollution. Industrial plants, the production of 
electricity, the transportation of goods over 
highways are all sources of air pollution. On 
the other hand, households also generate air 
pollution through the use of their automobiles, 
the heating of their homes, and even through the 
smoking of cigarettes. 

Mere observation of the air pollution at 
various places and points in time would be diffi- 
cult both to obtain and to interpret in terms of 
the contributions and interactions of various pol- 
lution sources relative to population density in 
different localities. By using the framework of 
integrated macro and micro data, however, it is 
possible to put the known pieces of information 
together into a comprehensive picture of air 
pollution conditions in different regions or locali- 
ties. 

In a paper recently presented to the Con- 
ference on Income and Wealth by Henry Peskin, 
Leonard Gianessi, and Edward Wolff, a micro - 
data set for households was used to estimate for 
the year 1970 how much pollution each household 
was responsible for generating in terms of (a) 
that household's involvement in productive ac- 
tivity, and (b) its consumption of use of auto- 
mobiles, heating, and other polluting activities. 
The 1970 Census Public Use Sample, which pro- 
vides for a representative sample of households 
information on employment, ownership of auto- 
mobiles, type of heating fuel and expenditure on 
heating fuel, and other information on personal 
habits relevant to pollution, was used to estimate 
the total amount of pollution each household was 
likely to generate. Computer programs were 
written to carry out this estimation process for 
each household in a given area, and to this infor- 
mation were added other factors known to affect 
air pollution within that area. Data on forest 
fires, climatic conditions, dust particles, etc., 
were added in at the regional level. Because the 
Public Use Sample of households is comprehen- 
sive, its use yielded estimates of air pollution for 
each county group and for each Standard Metro- 
politan Area in the country. Once the area air 
pollution due to both natural and human causes 
had been estimated, it was then possible to 
examine who was affected by air pollution to 
determine how many people were subject to the 
various levels of air pollution. In this connec- 
tion, actual observations of air pollution can play 
an important role in determining the validity of 
the basic information relating to sources of air 
pollution. If actual observations of air pollution 
and estimates based on known sources generate 
different results, this strongly suggests that we 
lack a full understanding of the causal factors at 
work. Although it was not possible to validate 
the current study fully against measurements of 
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air pollution, there did appear to be general 
agreement between the estimates and generally 
known air pollution conditions in specific areas. 

Given such basic estimates of air pollution 
by type of pollutant, it is possible to make alter- 
native evaluations of air pollution damage using 
different criteria. These in turn can be con- 
trasted with estimates of the cost of reducing air 
pollution. In this manner the body of information 
which has been generated not only provides social 
indicatórs relating to the seriousness of air pol- 
lution in various localities, but it can link these 
indicators with an understanding of how such air 
pollution is generated and how it can be alleviated. 

Social indicators for specific regions or 
localities are not the only possible use for the 
system of macro and micro data. Attention can 
also be focused on specific social and demo- 
graphic groups. Thus for example social indi- 
cators can be developed relating to the status of 
the aged population. Information on household 
composition, length of life, condition of health, 
housing, and level of economic wellbeing can all 
be handled within the household microdata set. 
This does not mean that a microdata set will 
automatically have all of the information required 
to construct any desired social indicator. Rather 
it provides a basis for systematically recording 
information in its full detail and interrelating 
different bodies of information. 

In more formal terms, microdata sets can 
be utilized for more analytic evaluations. Thus 
for example, a sample of tax returns integrated 
with a microdata set on households is being used 
at the Brookings Institution to analyze and evalu- 
ate the incidence of various taxes and to deter- 
mine how changes in the tax system would affect 
the total amount of revenue generated and the tax 
burden of specific groups . Similar techniques 
could be used to determine how much different 
groups benefit from different government expend- 
iture or transfer programs. Such analyses go 
far beyond what is normally considered to be the 
function of social indicators, but they are ex- 
tremely important if we are actually to develop 
policies and programs which do improve the 
quality of life for specific groups. 

A further potential use of the system of 
integrated macro and micro data is in the devel- 
opment of microanalytic models which introduce 
behavioral relationships into a dynamic analysis 
of change over time. At the Urban Institute a 
microanalytic model is being developed to study 
demographic change over time, including ques- 
tions of intergenerational transfers that affect 
the economic and social condition of later gener- 
ations . One of the advantages of such a micro- 
analytic model is its ability to test the sensitivity 
of the outcome to various assumptions regarding 
behavioral relations or policy actions. Of par- 
ticular importance for this use is the ability of 
the integrated macro and micro data system to 
portray the interaction of economic, social, and 
demographic factors. 
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I. INTRODUCTION 
In this paper we will describe a set of 

analytic models developed to structure the 
applied research being conducted by the Social 
and Urban Indicator Program of The Urban Institute. 
The distinction we draw between applied and basic 
research is not the distinction sometimes made 
between "practice without theory or theory with- 
out practice." Indicators are meant to convey 
information, not simply to repeat numbers. 
Therefore, in both applied and basic work some 
inference structures are required in moving from 
data to information. The relative neglect of 
conceptual structure has been, in our view, one 

of the major defects in applied work rather than 
being a necessary part of it. 

The distinction we wish to make in describ- 
ing our work as applied is that our research 
takes its origin in the problems of those choos- 
ing, operating, and being affected by public poli- 
cies rather than that research which derives from 
knowledge aspirations typically associated with 
individual academic disciplines. Those pursuing 
the latter type of research may or may not intend 
that their results will be useful to those making 
and being affected by public policy. In applied 
research, as we define it, possible utilization 
of the outputs of the research by these indivi- 
duals and groups is a major criterion in choosing 
what to do. In this context, therefore, it is 

necessary to form some judgments about the public 
policy scene and the customary modes of policy 
analysis and evaluation. Prior to describing our 
approach, some general comments about these 
matters seem relevant. 

There are many indications that the American 
people are passing from the relatively easy 
acceptance of the expansion of public programming 
and action which characterized much of the 1960's 
into a more skeptical mood. There are indications 

that major concerns with, for example, improved 
health, housing, education, public safety, and 
employment have not been resolved or perceptibly 
ameliorated by the programs and policies which 
were established. Responsibility for outcomes 
seems diffuse and accountability correspondingly 
difficult to establish. Indeed, mea culpa has 
become almost a password among those who have 
proposed, administered, and analyzed policies 
and programs, but there are few signs of positive 
motion to create new and better initiatives. 
Some analysts, in fact, take the view that 
nothing or very little can or should be done 
through public intervention. At the same time, 
those who have been purported beneficiaries of 
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social programs have not been exceptionally eager 
to come forward in a concerted defense of the 
programs. 

This situation presents a very complicated 
mixture of opportunities and difficulties for 
those who wish to develop improved ways to enhance 
public well -being. On the one hand, the increased 
public skepticism may make possible serious debates 
about the scope, structure, mix, and efficacy of 
public policies and programs. It may result also, 
of course, in a withdrawal from public purpose. 
The outcome of the current public mood depends, 
in considerable part, on whether or not informa- 
tion relevant to policy choices and concerns can 
be developed in a sufficiently structured way to 
make such debates not only serious (that is, 
motivated by real concern) but productive of use- 
ful initiatives. 

In short, we have come to the point where we 
now have to wrestle seriously with the confusion, 
frustration, and failure that are part of the 
legacy of the policy approaches of the 1960's. 
This puts a heavy burden on those who provide the 
analytical basis for policy choices and evaluation 
to develop conceptual structures appropriate to 
the potential seriousness of the debate. Such 
conceptual structures must be responsive to at 
least some of the common elements discernible in 
the lessons of the recent past. Among the lessons 
we would note are: 

Citizens diverge significantly in what they 
mean by "safe streets" or "quality education" 
or "good health" and are raising important 
questions about what should be produced and 
how it should be distributed. 
Improvements to the quality of life can no 
longer be viewed as the sole responsibility 
of government agencies or private organi- 
zations but must be achieved in concert 
with primary social units -- families, 
neighborhoods, and communities. 
The delivery of public goods and services 
not only involves the provision of outputs, 
but also includes opportunities and con- 
straints for people to use these outputs to 

enhance their own welfare. 
To increase responsiveness, the incentive 
structures of organizations and institutions 
involved in the delivery of public goods and 
services must reflect the values of their 
customers /clients as well as those that flow 
from the internal problems of management. 
No delivery system for particular goods and 
services- -the police, a federal agency, or 
city government- -does or can control either 
the perception and use of these goods and 
services by consumers or the full range of 
other outputs which contribute to welfare 
outcomes. 
Policy is implemented through large 
agglomerations of public and private 
organizations, professional associations, 
political units, and social groups. The 
capacities of these implementation systems 



are affected by complex patterns of inter- 
actions in geographic space and through 
institutional structures. 
Virtually no one individual, group, or 
institutional representative commands 
sufficient information or resources to 
pursue effectively optimization or maximi- 
zation strategies, although they can behave 
more or less functionally given their 
objectives. 

These "lessons" have important implications 
for the ideas, notions, and analytical constructs 
employed in policy analysis and evaluation. We 
require intellectual tools that are sensitive to 
the fact that the United States is a highly 
pluralistic society having a great diversity of 
social and political values. We require tools 
that, for the sake of manageable analysis, do 
not make facile or misleading distinctions 
between political and administrative issues or 
between public and private spheres of activities, 
and which recognize the differences between 
institutional imperatives and those interests 
that stem from clients or citizens to be served 
by these institutions. Finally, we require tools 
that are sensitive to the fact that any given 
set of decision makers can make only modest 
contributions to improving the quality of life. 

It is important then to have a sense for 
whether or not existing policy analysis models have 
these characteristics. The great majority of 
current conceptual models commonly used in policy 
analysis come from some aspect of economics, 
operations research, political science, manage- 
ment science, and organization theory. Policy 
analysis based upon economics and operations 
research focuses on the relationships between 
the inputs and outcomes of policy, but tend to 
treat implementation and organization only 
sketchily.) Analyses based upon political 
science approaches focus attention on political 
conflict and the overall structure of govern- 
mental processes, but tend to ignore how these 
processes affect the kind of outcomes or relation- 
ships between inputs and outcomes that are the 
basic information used by economists and 
operations researchers. Management scientists 
and organizational sociologists when they address 
policy issues tend to focus attention on intra- 
organizational issues related to decision - making 
processes and bureaucratic structure, but have 

not established analytical links between these 
phenomena and outcomes from the client /consumers 
perspectives or the divergent values and conflict 
the political scientists seek to understand.2 

It may appear that this is an argument for 
organizing more multidisciplinary research. In 

a sense this is true; but another lesson from 
the recent history of policy analysis and evalua- 
tion is that such research cannot solve the 
problem if the representative of each discipline 
pursues the application of his own paradigms 
supplemented by a concluding or introductory 
statement by a grand summarizer. Rather, the 
requirement is for the development of bridging 
paradigms which representatives of different 
disciplines can learn and use. What we have in 
mind is a theoretical framework that defines 
important relationships between the key concep- 
tual and methodological concerns of several 
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research traditions. Such sets of bridging 
paradigms would allow for the effective integra- 
tion of discrete pieces of analysis conducted 
within the narrower bounds of several disciplines 
as well as for the conduct of joint research with- 
in a framework that combines the analytic power of 
several disciplines. Additionally, the set of 
bridging paradigms can provide a common language 
for a heterogeneous group of analysts. 

Beyond the development of a set of bridging 
paradigms, it is our perception that conceptual 
understanding of public policy programs and their 
effects requires also a constant balancing act 
between those who feel that differences in values, 
roles, and activities of people are so great that 
there is no hope for systematic analysis and 
generalization and those who feel that the 
assumptions required to convert scattered obser- 
vations into systematic models (particularly those 
built on assumptions of maximization behavior and 
equilibrium) are both "true" and "complete" 
descriptions of the phenomenon under study. In 
executing this balancing act, one tends to be 
confronted with two not entirely satisfactory 
alternatives at the extremes. One can draw upon 
a bounded and well -developed set of intellectual 
constructs from a particular body of academic 
knowledge such as organization theory or micro- 
economics. Such conceptual frameworks quite 
clearly allow for ordered and systematic formula- 
tion and analysis of issues or problems. The 
virtues of these constructs for academic research- - 
a parsimonious set of assumptions and a focus of 

a limited range of variables --tend, however, to 
be a liability for much applied analysis. By 
encompassing a carefully delimited range of 
variables, consideration of crucial interactions 
is often beyond the scope of analysis. The very 
neatness and elegance of conceptual models often 
conveys the impression of far greater certainty 
than is warranted. 

The case study approach is often preferred 
as a means of avoiding these errors. When well - 
executed, these richly detailed descriptions of 
processes or problems can convey a wide range of 
important interactions as well as the complexity 
and ambiguities of real -world situations. Such 

case study approaches, however, simply do not 
provide a framework for the ordered formulation 
of questions, or for systematic analysis. In 

effect, they provide no reliable means for the 
accumulation of policy -relevant knowledge. 

Consequently, a more appropriate framework 
to address policy and program issues should embody 
several important characteristics. First, it 
should integrate those analytic perspectives that 
have demonstrated a particular capacity to address 
important aspects of policy considerations. In 

this regard, it should encompass some of the key 
paradigms and concepts of microeconomics, political 
science, and management science. Second, while 
it should be sufficiently detailed to capture the 
flavor of a complex reality, it should provide 
also a framework to structure systematic analysis. 
Finally, it should assist in the ordered considera- 
tion of policy issues by public officials and 

citizens and for the translation of their percep- 
tions of these issues to researchers and analysts. 

Much of the recent work of the Urban 
Institute's Social and Urban Indicators Program 



is an attempt to achieve such a conceptual 
structure.3 We recognize, of course, that there 
are many others approaching similar issues from 
a variety of perspectives. We will claim, there- 
fore, neither exclusive validity nor completeness 
of our approach. We have found, however, that 
it is suggestive of_a wide range of potentially 
useful applications in a context where no approach 
to policy analysis and evaluation based solely on 
the restrictive and highly formalized models of a 
single discipline seems adequate. 

In establishing the major features of such 
a framework, we began with an elaboration of a 
traditional microeconomic model of production 
processes. Our model traces chains of inter- 
actions from resource inputs to outcomes in terms 
of the level of human welfare through two 
structurally independent transformations --the 
transformation of resources into goods and 
services by production units, and the subsequent 
transformation of the characteristics of the 
goods and services by consumers into various 
welfare outcomes. This model allows us to 
explore questions pertaining to the role of 
consumers in the generation of their own welfare 
and to specify important differences between the 
production and consumption of goods and of 
services. Next, this model is integrated with 
schema that identify important bureaucratic and 
political roles and institutional patterns. 
These roles and institutional patterns are 
viewed as influencing the generation of welfare 
by structuring the uncertainties associated 
with the purposive choices that must be under- 
taken in the processes of both production and 
consumption. This allows us to systematically 
address the information requirements of different 
kinds of decision makers as well as deal with 
the impacts of both incentive systems and in- 
stitutional structure on either social or in- 
stitutional performance. Our third extension 
involved an adaptation of the theory of economic 
clubs in order to place considerations of 
institutionalized production, consumption, and 
welfare generation in a spatial context. In 

this model, the processes and problems of urban 
growth are treated through a simultaneous con- 
sideration of the spatial behavior of producer 
and consumer groups and the geographic and 
organizational structure of governmental 
activities. 

Implicit in the development of all of our 
models is that choices are not and cannot be 
made in a manner that allows for the maximiza- 
tion or optimization of a set of values. Rather, 
we believe the decision makers are confronted by 
large areas of uncertainty based not only on 
complexity and limited information but also on 
the slack and disequilibrium which tend to 

characterize both large -scale systemic relation- 
ships and relationships within small groups and 
institutions.4 Therefore, we agree with those 
organizational and political theorists who argue 
that rational decision making involves sequences 
of learning about problems and searching for 
solutions in order to reach an incremental 
decision that achieves results that are at 
least satisfactory in terms of some set of 
objectives.5 Our models are intended to 

facilitate these searching and learning 
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processes by providing a broad and detailed 
analytic framework that will assist in the 
conceptualization of problems, the specification 
of crucial relationships, and the identification 
of lucrative questions for further research. 
II. THE GENERATION OF WELFARE - FROM INPUTS TO 

OUTCOMES 
Our initial model grew out of dissatisfac- 

tions with conventional microeconomic models of 
production for tracing chains of interactions 
from resource inputs to final outcomes in terms 
of the quality of people's lives. Such schemes 
often present the policy maker and the researcher 
with huge analytic gulfs between the level and 
mix of resources entering into a production pro- 
cess (such as the number of students per teacher, 
or the number of hospital beds per capita) and 
welfare outcomes (such as the rate of learning 
or the level of morbidity). We observed, also, 
that problems of this character are far more 
acute in assessing the production of services 
than of goods. The outputs of goods production 
are tangible, are easily counted, and can be 
associated readily with a mix of resources having 
market prices even though the welfare outcomes 
of their use are far from clear. The outputs of 
service production are not only intangible and 
tend to be perceived differently by various actors, 
but also are partially determined by the client 
or consumer. Additionally, relationships between 
the characteristics of services and resultant 
outcomes are particularly tenuous. 

After attempting to address these problems 
with the development of increasingly intricate 
elaborations of a standard economic model of 
production, we came to realize that our difficul- 
ties rested in large measure with the analytic 
assumptions of our model. Specifically, economic 
treatments of consumption have tended to ignore 
the contributions of consumption units -- individuals, 
households, communities --to the generation of 
their own welfare.6 We believe a more complete 
examination of the roles, values, and activities 
of consumers can help bridge the analytic gap 
between the outputs of production systems (the 

frequency of police patrols or the number of new 
housing units) and the welfare of citizens (the 

rates of victimization or the level of satis- 
factions with homes and neighborhoods). 

Work being done on the economics of household 
production and related areas of consumer theory 

provided a useful starting point in our elabora- 
tion of the standard microeconomic model.? In 
this research, the household (or individual 
members of a household) is viewed as a production 
unit which combines market and nonmarket goods 
and services to produce various commodities. 
Researchers in this area of inquiry examine, for 

example, how households combine formal education- 
al services with time spent with children to 
produce levels of learning. There are four key 

notions that are central to such analysis: (1) 

welfare outcomes of production can be different 
because of the activities of consumers, (2) these 

outcomes are different because consumers select 
different bundles of goods, (3) the efficiency 
of these selections can be constrained by the 
information about the price and availability of 
goods available to the consumer, and (4) goods 
themselves do not directly provide utility to the 



consumer. They possess characteristics that give 
rise to utility. 

In extending these notions, we assume that 
the relevant characteristics of goods are more 
than technical in character (that is, determined 
solely by the good). The characteristics of 
goods and services are assumed to be a function 
of consumer as well as producer behavior. The 
consumer actively shapes the characteristics. 
Thus, treatment of consumption efficiency is not 
limited solely to an examination of the infor- 
mation available to the consumer. It entails 
the broader question of the character of consumer 
technologies in converting characteristics of 
goods and services into satisfactions, a process 
directly analogous to technologies of production 
in converting resources into goods and services. 
Further, certain commodities (primarily service 
outputs) must be viewed as the products of the 
joint activities of producers and consumers. 

The above assumptions help provide us with 
a schema having three significant features: 
(1) consumption and production are viewed as 
analogous but structurally independent activi- 
ties; (2) analysis of goods and of services 
requires different sorts of analytic treatment; 
and (3) consumer satisfaction can be both 
extrinsic and intrinsic to the processes of 
consumption.$ 

Central to our schema is the notion that 
human satisfactions --the level of welfare or 
illfare- -are the result of two structurally 
independent classes of purposive activities; 
the highly institutionalized activities by 
producers to transform a mix of resources into 
goods and services, and the subsequent and less 
institutionalized efforts by consumers to trans- 
form these goods and services into human 
satisfactions. Thus the outputs of production 
systems are treated as inputs to consumer trans- 
formation processes, in which consumers combine 
the characteristics of these outputs and trans- 
form them into their satisfactions (utility). 

Production system outputs do not directly 
provide satisfaction to consumers. Given that 
consumers may identify different characteristics 
in goods and services and employ different 
technologies in their consumption transformation 
processes, it follows that one cannot assume 
that the equivalence of a bundle of goods (or 

income) necessarily leads to an equivalent level 
of satisfaction for two consumers- -even if they 
have identical tastes. 

The schema is constructed in such a way 
that issues relating to the use of normative 
resources, such as values and sentiments, as 
well as traditional economic resources can be 
treated. In addition, the treatment of oppor- 
tunities for or constraints upon production and 
consumption activities and the delineation of 
the differences in the interests and roles of 

producers and consumers are designed to permit 
the inclusion of variables relating to patterns 
of social organization and the sources of social 
conflict. 

We have noted that traditional economic 
models treat the production and consumption of 
goods more adequately than the production and 
consumption of services. A primary reason for 
this is that production and consumption of 
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goods are generally separated from each other in 
space and time. Also outputs of the production 
process are tangible and they usually have 
market prices. 

Services tend to have different characteris- 
tics. Frequently the service delivery occurs in 
a face -to -face situation and depends on the direct 
interaction of the ostensible deliverer of the 
services and the receiver of the services. Out- 
puts are not tangible and may not have a market 
price.9. Thus, our schema views the outputs of 
service activities to be the joint products of 
consumption and production transformation acti- 
vities. In the case of goods, joint products 
(somewhat analogous to investment) when present 
result from the interaction of the characteristics 
of goods with the transformation activities of 
consumers rather than from interaction of the 
consumer with the producer of the good. 

Our schema views consumer satisfaction in 
social -psychological terms as a direct measure 
of utility. Satisfactions stem from two sources. 
First, satisfactions can be intrinsic to the act 
of consumption, i.e., people's utility is direct- 
ly affected by using the characteristics of a 
good or interacting with service deliverers. 
Second, satisfactions might be extrinsic in 
character, i.e., they might stem from 
commodities jointly produced by consumer and 
producer activities. This distinction suggests 
that consumers should not be expected to be in- 
different about how goods and services are 
provided and by whom. Additionally, it opens up 
the question of time lags associated with 
different types of satisfactions and situations 
in which intrinsically dissatisfying consumption 
activities might result in outcomes that are 
positively valued, e.g., going to a dentist. 

Some Implications of the Model 
Our model of the generation of welfare can 

help structure consideration of difficult 
questions that have long troubled policy makers 
and analysts. It can help in clarifying the 
confusion generally associated with the speci- 
fication and valuation of the outputs of public 
programs, assist in the identification of the 
generally neglected issues of consumer techno- 
logies, and provide a framework to formulate 
thorny questions of accountability. 

The problems of specification and valuation 
of output plague consideration of countless 
policy issues. While citizens and public officials 
tend to agree on abstract policy goals such as 
"good housing" and "quality education," they are 
referring often to quite different mixes of out- 
puts. For some, quality education might mean a 
highly structured academic program, while for 
others it might mean a loosely structured 
program that emphasizes the inculcation of 
personal and social norms. The salient 
characteristics of a good home, for same, might 
be the physical characteristics of housing 
units, while for others, salient characteristics 
might be associated with the social status of 
the residents of an area. Such differences in 
perceptions and preferences are reflected in the 

great difficulties encountered by policy makers 
and analysts in attempting to define program and 
policy outputs. 

Our model suggests that improvements can be 



made by recognizing the consumer's role more 
explicitly. From this perspective, it would be 
useful for both policy makers and analysts to 
begin to structure questions pertaining to the 
different perceptions people have of schools, or 
homes, or health facilities, how they value the 
characteristics which they perceive in them, 
and how efficiently they can transform these 
characteristics into their own welfare. 

Further pursuit of the same questions will 
assist in the identification of important issues 
pertaining to the technologies consumers employ 
in transforming the characteristics of production 
outputs into their own welfare. Constrained by 
the availability of resources, how do consumers 
vary in their ability to rent or purchase a home 
that satisfies their preferences or in their 
ability to select and participate in an educa- 
tional program that would contribute to some 
desired level of learning? Such considerations 
are central to the current debate over the use- 
fulness of income or direct service strategies 
in housing, health care, or educational policy. 
It might be fruitful to develop programs that 
directly enhance consumer technology. Because 
most programs have been production -side oriented, 
it remains an open question, for example, whether 
programs that attempt to improve housing con- 
struction technologies can lead to greater 
contributions to welfare than programs that 
attempt to improve the ability of citizens to 
assess, select, and finance a home. 

Extending our model further, we have a 
means of asking new questions about account- 
ability for outcomes- -how much of which welfare 
outcomes can be attributed to the activities of 
producers and to the activities of consumers. 
Such issues are at the heart of the controversies 
over whether educational performance is primarily 
a function of the schools or the social back- 
grounds of students.10 Similar considerations 
pertain to assessments of what kinds of crimes 
can and cannot be deterred by the police and 
what health problems are largely a function of 
behaviors of individuals and households. Our 
model not only suggests a way to structure 
questions such as these in terms of the joint 
effects of producer and consumer interactions, 
it also suggests consideration of a much finer 
grained set of variables than are generally 
examined in the analysis of these questions. 
Our current failure to sort out the issues of 
accountability hinders both the formulation of 
sensible program strategies and the conduct of 
policy -level evaluations. 
III. INSTITUTIONAL ROLES IN THE GENERATION 

OF WELFARE 
The next stage in our conceptual work was 

to integrate our economic model of the genera- 
tion of welfare with a schema that identifies 
the important social, bureaucratic, and political 
roles that are involved in making choices 
affecting consumption and production processes. 
This allows us to identify in a systematic 
fashion the information requirements of differ- 
ent kinds of decision makers. It provides also 
a framework to formulate questions relating to 
performance and accountability from the per- 
spectives of both production systems and various 
consumption units including individuals, house- 
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holds, and social groups. 
This conceptual elaboration required 

synthesis of two important traditions of policy 
analysis -- economic analysis that focuses on the 
problems of choice under the conditions of 
scarcity and the analysis of choice under condi- 
tions of uncertainty which is central to the 
study of organizations and political science. 
The theoretical problem was to develop a schema 
to describe how the structure of political and 
bureaucratic institutions shape the uncertainties 
associated with the production and consumption 
processes identified by our model of the 
generation of welfare. 

Our approach to this problem rests upon a 
conception of a societal division of labor to 
cope with the uncertainty of making purposive 
choices. This division of labor can be described 
in terms of the patterns of authority and con- 
trol formed by three broad classes of social 
institutions- -the state, formal organizations, 
and the technostructure. The state is viewed as 
institutionalizing the right to cope with 
decisions affecting universalistic values 
(pertaining to the interests of all members of 
society). Included here are the legitimized 
political control centers of policy -- executive 
offices, legislatures, and judicial bodies. 
Formal organizations institutionalize the right 
to cope with decisions affecting particularistic 
values. Included here are bureaucratic organi- 
zations such as industrial corporations, 
hospitals, trade unions, and government agencies. 
Finally, the technostructure institutionalizes 
the right to cope with those classes of decisions 
requiring the mastery of specialized knowledge, 
experience, or expertise. Included here are 
professional and guild -like associations. 

These institutions provide the structural 
underpinnings for different kinds of decision - 
making arenas --the social setting of purposive 
choice. Formal organizations and the state shape 
hierarchies of decision - making arenas, with 
operational, managerial, and institutional 
arenas identified within formal organizations 
and an elaborate network of political arenas 
commanding the authority of the state. Opera- 
tional arenas direct standardized and regularized 
organizational tasks. Managerial arenas control 
the interdependencies among these tasks and the 
relationships of an organization with its 
regular suppliers of inputs and recipients of 
output. Institutional arenas mediate between 
organization and its broader environment. 
Political arenas deal with decisions of a more 
generalized character, involving efforts to 
manage conflict among a range of particularistic 
interests and /or efforts to shape relationships 
between social inputs and social outcomes. 
These hierarchies of organizational and political 
arenas are crosscut by patterns of authority and 
control emanating from the technostructure. 
Actors in the technostructure control or influence 
decisions that draw upon specialized bodies of 
skills or knowledge. Our model can account for 
key elaborations of institutional structure 
including various patterns of bureaucratic form, 
alternative social bases of political support, 
and relationships between basic and applied 
science. 



These institutionalized decision - making 
arenas can be characterized by the uncertainties 
they present to decision makers. These un- 
certainties have three major sources: (1) the 

internal structure of an arena, (2) their 
external environment, and (3) the level of 

culturally available technology. Further, we 
assume that it is functional (rational) for 
actors to draw upon information to reduce these 
uncertainties. Information consists of two 
elements- -data items and inference structures. 
By "data items" we mean descriptors of events 
and activities. By "inference structure" we 
mean models of relationships between goals and 
means. These can range from formal causal models 
to procedures to achieve incremental conflict - 
settlement decisions. 

It should be emphasized that this decision - 
hierarchy model identifies only those sub- 
classes of indicators useful to decision makers 
in well- structured settings. This focus made 
our initial analytical tasks more manageable by 
excluding from direct consideration decision 
making by individuals, such as the consumption 
choices made by members of a family or invest- 
ment decisions made by a self= employed entrepre- 
neur. This restriction, however, may not be 
as limiting as it might appear. Decisions 
within institutionalized settings have large 
and increasingly significant impacts on many 
important aspects of human welfare. Additionally, 
specification of the characteristics of decision - 
making arenas in highly structured situations 
provides a framework to assess some of the 
processes of choice in informal settings, i.e., 

we can assume that a family must perform the 
same kinds of decision - making functions that 
are performed through the highly structured 
divisions of labor with a fully bureaucratized 
organization. 
Some Implications of the Model 

The application of this schema in deter- 
mining the information requirements of different 
kinds of decision makers is a relatively 
straightforward exercise. By describing the 
structural underpinnings of various loci of 
authority and control within an institutional 
division of decision- making labor, we can 
isolate those sets of production or consumption 
activities for which different actors are 
responsible and the uncertainties associated 
with these responsibilities. This analysis 
provides criteria to identify both the data 
items required by different actors, and the 
kinds of inference structures that appropriately 
link these data items in a model of the relation- 
ships between goals and means. We have 
developed prototypical models of bureaucratic 
and political arrangements that can identify 
information requirements in general terms. 

More detailed identification of the information 
requirements of specific actors can be accomp- 
lished by an analysis of the particular sources 
of uncertainty that characterize a decision - 
making arena, i.e., the level of available 
technology, the internal structure of the 

arena and the characteristics of its external 
environment. 

Implicit in such analysis is that infor- 
mation of a general character is of limited 
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usefulness to any particular decision maker. 
Consequently, the problem of developing more 
useful social indicators rests not in the 
construction of some set of all- purpose 
measures of social conditions, but rather of 
identifying those sets of information that help 
to reduce the specific uncertainties associated 
with the performance of different sorts of 
social roles. The same analytic tools are 
applicable to address problems that have long 
troubled the developers of information systems 
for managers and policy makers, i.e., how to 
identify the demand for information in a 
systematic and structured fashion. 

Beyond the identification of information 
requirements our models have another important 
class of applications in dealing with complex 
issues of performance measurement and the 
assessment of accountability. A complete 
treatment of performance issues requires an 
analysis of arrangements for consumption as well 
as analysis of the ways in which the pursuit of 
consumer values are affected by the structure 
and activities of a production system. This 
analysis contrasts sharply with conventional 
treatments of performance which tend to be 
bounded to the values and activities of producer 
units and respond to questions about how to 
achieve accountability within producing organiza- 
tions. Our approach to performance assessment 
raises the broader question of how to hold 
institutions accountable for social outcomes in 
terms of the pursuit of various welfare values, 
i.e., in which ways do formal organizations or 
political units facilitate or hinder the pursuit 
of welfare by individuals, families, or 
communities. To distinguish these approaches, we 
refer to the former as institutional performance 
and the latter as social performance. 

Analysis of social performance begins with 
an identification of the consumer -side analogs 
of the decision - making arenas of the production 
units. For example, the individualistic 
activities and particularistic values of a family 
unit or an individual might be the appropriate 
units to assess operational level performance 
while the collective activities and the more 
universalistic values of the local community 
might be the appropriate unit to assess the 
performance at the institutional level. This 
analysis requires not only an examination of 
consumer /producer interaction, but also inter- 
action among the various levels of a hierarchical 
institution in examining social performance. At 
the political level, producer and consumer values 
can merge and assessments of political decisions 
must confront issues of social as well as 
institutional performance. 

Determining accountability --the assignment 
of variability in levels of welfare to specific 
actors or units -- requires analysis of the roles 
and interdependencies within a system of bureau- 
cratic and political relationships as well as an 
analysis of the range and content of the trans- 
actions between production and consumption units. 
Such treatments of accountability bring together 
for simultaneous consideration analysis of policy 
making and of the. implementation of policy. This 
capacity is particularly useful in a period when 
primary constraints on policy often appear to 



involve questions of implementation rather than 
of political resistance. In all but the most 
simple system of relationships, analysis of this 
sort will require sequences in questioning and 
analysis in order to achieve a more satisfactory 
understanding of situations, rather than the 
application of a formalized model of causal 
relationships which is to yield, somehow, 
optimal solutions. 
IV. THE GENERATION OF WELFARE IN A SPATIAL 

CONTEXT 
The third element in our conceptual work 

was an effort to place the major considerations 
of our other models in a spatial context in 
order to provide a framework for addressing the 
complex interrelationships among large numbers of 
production units, consumption units and govern- 
ments.11 Problems of sorting out these inter- 
relationships in large measure are the source 
of the extraordinary degree of confusion that 
tends to characterize both academic and public 
discussion of urban growth issues. These 
discussions tend to focus exclusively on either 
the incentives for movement behaviors or how 
government can be restructured in order to 
respond to these behaviors. Our model addresses 
the problems and policies of urban growth in an 
analytic context allowing simultaneous treatment 
of the patterns of governmental organization 
and incentive systems that shape the structure of 
urban areas. 

In the development of this model, we drew 
upon the growing literature on economic 
"clubs. "12 This literature examines the 
incentives for group formation for the purposes 
of production and consumption. Martin McGuire 
has shown that the incentives for the formation 
of groups (which are called "clubs ") are 
essentially the same for the purposes of both 
production and consumption and in the private 
and public sectors. These incentives involve 
increasing benefits and reducing costs as well 
as a taste for association. These factors help 
identify key considerations which determine the 
size and scope of public and private production 
and consumption clubs. In addition to the 
fairly straightforward consumption and produc- 
tion clubs identified in this literature, we 
have chosen to treat political units as "clubs 
of clubs." Clubs of clubs pursue values that 
are universalistic in character, i.e., values 
that reflect the aggregation of individual 
interest or the interests of some community. 

Drawing upon all our conceptual work, the 
model focuses on needed definitions of pertinent 
indicators of the interrelationships among the 
activities of producer groups, consumer groups, 
the state, and the characteristics of places. 
It should be noted at this point that we do not 
treat places in such conventional terms as a 
geographic area bounded by jurisdictional lines. 
Rather we treat places in terms of the potential 
values they present to various collectivities, 
with jurisdictional boundaries being viewed 
as one of many factors that affect these 
potential values. 

In developing the model, we first explored 
the interrelationships between producer and 
consumer groups and their experiential environ- 
ments. Here the characteristics of places were 

'78 

viewed solely in terms of the collective express- 
ion of particularistic interests or adaptations 
to the exercise of these interests. Next, the 
model was elaborated by showing how the authori- 
tative expression of universalistic values by the 
state further shapes the characteristics of places 
and influences the decisions of both producer and 
consumer groups, focusing on purposive choices 
which are made by individuals and groups. These 
groups are more or less formally organized in an 
attempt to permit choices which improve the 
situation of the group and group members. 
Individuals and groups interact both within and 
across organizations and political arenas. The 
relationships among the various levels within a 
given producer or consumer organization, and 
between such organizations and political arenas, 
are neither status nor "equilibrium- seeking." 
This is also true of the relationships between 
producer and consumer groups. 

Each group operates in an "experiential 
environment" which is more or less insulated 
from, expandable into, or permeable by the 
effects of actions of other groups. For 
example, entry into or exit from groups varies in 
its ease. Marketing of products can occur over a 
much more flexible geographic area than a single 

governmental jurisdiction. A particular tax 
affects some groups more than others. In con- 

siderable part, such dynamic interactions among 
individuals and groups give rise to boundary 
problems -- including those of governmental juris- 
dictions and functions --which are at the heart of 
urban growth issues. 

In this context, clubs of clubs attempt to 
deal with the consequences for universalistic 
values brought about by the mobility behavior of 
clubs. We refer to these efforts as urban growth 
policies. Clubs of clubs can attempt to channel 
spatial movements by altering the value of places 

for individuals and clubs. Such activities can 

be assessed in terms of the relationship between 
clubs and the potential values of places. They 

can develop, also, structural responses to 

changing characteristics of places by creating 
new jurisdictions, altering the boundaries of 
existing jurisdictions, or changing the flows of 

authority or resources through networks of 
intergovernmental relationships. These structural 
adaptations to growth processes not only alter 
the value of places for the pursuit of the 
universalistic values of clubs of clubs, but also 
for the particularistic interests of production 
and consumption clubs. Such adaptations can, in 

turn, initiate chains of second- and third -order 

spatial movements and alterations in the character- 

istics of places that might nullify the initial 

objectives of a particular adaptation. 
Implicit in this model is that consequences 

of slack and forces leading to disequilibrium 

should be taken seriously and that major altera- 
tions in either the incentives for movement 
behavior or in the structure of government be 
assessed in a broad analytic context. For 

example, an effort to provide a more equal 
distribution of fiscal resources among the 
various jurisdictions of a metropolitan area by 
creating one large jurisdiction having a common 
tax base may have subsequent impacts on inter- 
governmental fiscal flows, plant location 



decisions, and household mobility that could 
nullify the original policy objective. Therefore, 
the mobility of individuals and groups in met- 
ropolitan settings necessitates a public urban 
growth policy which is viewed as an ongoing 
adaptive process requiring both structural 
(boundary and functional) changes in patterns of 
governmental organizations and specific efforts 
to channel the spatial movements of individuals 
and groups. 
V. CONCLUSION 

If we could claim at the conclusion of 
this paper that any of the policy issues con- 
fronting the nation could be solved once and for 
all by the application of these or any other set 
of models, we would appear to be much more in the 
mainstream of policy analysis as it has been 
practiced. We, of course, can make no such claim. 
Nor are we really convinced that anyone should 
imagine that such an outcome is possible. One 
of the key constraints which seems to have 
affected our ability to come to grips with the 
complexities of such issues as urban growth 
policy, institutional responsiveness, or 
accountability for social outcomes, is an initial 
presumption that there is no clear policy unless a 
set of agreed upon final outcomes is established. 
We have argued throughout this paper that the 
complexity of interrelationships which must be 
understood, the legitimate differences in per- 
spectives and values of consumers, producers, and 
decision makers in different arenas, as well as 
the slack and disequilibrium which characterize 
most real -world systems make such an expectation 
for policy unrealistic. 

Policy setting relates not only to outcomes; 
it also relates to the creation of processes in 
which issues can be raised and relationships 
developed. Policy analysis must reflect the 
complexities of needed interrelationships if it 
is to be useful. It will not do to blame the 
world for failing to perform according to a tidy 
analytical perception. At the same time, it will 
not do to argue that there are no systematic 
forces at work in determining variations in 
factors which influence the generation of welfare. 
We are left with the balancing act mentioned at 
the beginning of this paper -- between the highly 
structured and formalized models of specific 
academic disciplines and rich descriptions of 
events or situations that provide no basis for 

the systematic examination of issues. Our hope 
is for the continuing development of coherent 
conceptual structures which assist in isolating 
key issues and relationships to facilitate 
(incremental) improvements in our ability to 
enhance welfare. 
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SOCIAL INDICATORS, 1973: STATISTICAL CONSIDERATIONS' 

Stephen E. Fienberg, University of Minnesota 
Leo A. Goodman; University of Chicago 

INTRODUCTION 

A reasonable scenario for the development of a 
system of social indicators might consist of sev- 
eral stages. First, we might start with the id- 

entification of broad areas of social concern (e.g, 
public safety might be one such area). As the sec- 
ond step in the scenario we can focus our attent- 
ion on specific phenomena that pertain to each 
area of concern (e.g., the incidence of criminal 
behavior and the risk of victimization); these 

phenomena, if properly measured by ideal indicat- 
ors (e.g., by crime and victimization rates), 

would reflect or elucidate the relevant aspects of 
the state of society and the changes (if any)that 
are taking place in it. (We might also consider 
other relevant phenomena.) Then as the third step, 
we can compare the ideal indicators with the ones 
available (e.g., the rate of offenses reported to 
the police as given in the FBI Uniform Crime Rep - 
orts) with an eye toward accepting substitutes for 
some ideal measures, and possibly insisting the 

development of new measures (e.g., victimization 
rates from national and local surveys). Finally, we 
must decide how often to make measurements and how 
best to present or report the measurements we make. 

Although the statistician in this scenario 
might focus on methods of data collection, on as- 
sessing and maintaining the quality of measure- 
ments, and on the manner in which they are repor- 
ted, we choose to view the statistician's role 
more broadly, especially since it is difficult 
for us to separate the quality of measurements 
from what it is we actually would like to meas- 
ure. Thus our comments on Social Indicators, 1973 
will be concerned not only with data collection 
and sampling techniques, and with accuracy and 
reporting, but also with broader issues related 
to the social indicators enterprise. 

One final preliminary comment is in order. Some 

of the remarks that we shall make in this paper 
are critical in the sense that we suggest a var- 
iety of ways in which Social Indicators, 1973 can 
be improved upon statistically. It is our belief 
that many of our criticisms are equallyapplicable 
(if not more so) to social indicator reports pro- 

duced by other countries, such as France, Germany, 
and the United Kingdom. Moreover, in no way shots 
our remarks be interpreted as being critical of 
the many achievements of the federal statistical 

system which are reflected in Social Indicators, 
1973. 

SOME REPORTING PROBLEMS 

When preparing a social report such as Social 
Indicators, 1973, one faces at least the follow- 
ing kinds of statistical problems: 

(a) How to abstract a salient summary of major 
ongoing studies, especially those with complex 
statistical analyses? 
(b) How to check whether the abstract distorts 
or disguises important features of a more com- 
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plete presentation? 

(c) How to check whether the abstract repro- 

duces uncritically inadequacies in the original 

sources -- inadequacies in the reporting or in 
the related original analyses? 

There is no prescription we can offer that tells 
how to solve these problems, but the following ex- 
ample may serve to illustrate them. Charts 3/8 
through 3/11 in the Education chapter [pp.82 -85] 

purport to show "which groups in the population 
are behind or ahead and by how much," based on the 

results presented by the National Assessment of 
Educational Progress. The National Assessment data 
come from a national sample of 17 year -olds, sel- 

ected under the direction of professional statis- 
ticians using intricate sampling techniques. The 

analyses of these data were preformed under the 
supervision of distinguished statisticians and the 
analyses and graphical presentations in the 

National Assessment reports issued to date reflect 
this professional strength. Yet the information 
from the National Assessment project that is ab- 
stracted in Social Indicators, 1973 can easily be 

misunderstood. 

The baseline for Charts 3/8 through 3/11 in 
each case is the median performance of all 17 year - 
olds, and each bar -graph illustrates median diff- 
erences between or among groups, over all ques- 
tions in the achievement test. What is misleading 
about these graphs? First, the scales from graph 
to graph are somewhat different. Second, the ap- 
parent apportionment of differences to groups is 

a function mainly of group size. To see this, we 
focus on White -Black differences in Science Ach- 
ievement (see Figure 1), and for simplicity we 
work with means rather than medians." We let 

= average for Whites; = number of Whites 
average for Blacks; NB number of Blacks 

X = average for total population; N= 
number in total population. 

Then = NBXB + 

and we find that 

(XW-X8), = 171-XW) 

Thus each of the bars in the two group comparisons 
simply represents the appropriate group difference 
(i.e., ± - XB)), magnified by the relative 

size of the other group. In this case, since the 
Blacks represent a smaller proportion of the pop- 
ulation relative to the Whites, the graphs appear 
to show them as being more "disadvantaged." If 

Blacks had represented, say, 87 percent of the 

population and Whites 13 percent rather than the 
reverse, the overall average X would shift towards 
the Black average, and the picture for the devia- 
tions would look dramatically different (see Fig- 
ure 2). In this case Blacks would appear only 
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*Actual Display is as in Chart 3/9 of Social 
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of the National Assessment of Educational Pro- 
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modestly disadvantaged while Whites would become 
more "advantaged." Thus the relative magnitude of 
each bar reflects only the relative size of the 
other group. 

We note that the information in the National 
Assessment report correctly includes the equival- 
ents of R, XW, and_TB, and not just the devia- 
tions, - and XB X, as in Social Indicators 
1973. Of course, in some contexts the deviations 
themselves could be of substantive interest. 

These graphical displays may easily be elabor- 
ated, to take advantage of the beautiful colors 

and graphics of Social Indicators, 1973. What we 
have here are displays of "typical" population 
values for Blacks and for Whites. But we can also 
present information bearing on the population 
distribution by using one or more bands to illus- 

trate quartiles, and /or other suitable quantiles. 

In Figure 3 we give an example of such bands for 
Science Achievement, using hypothetical quar- 
tiles. These bands represent one point in time. 
How interesting they would be if used with the 
time series data that the National Assessment pro- 
ject will be collecting over the next few years. 
The purpose of plotting these bands is to intro- 

duce the variability associated with the popula- 
tion of achievement scores. 

Figure 3* 
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*Similar to Actual Display of Figure 1, but *The Display here is similar to Original Dis - 
with population size of Black and White groups play of Figure 1, but with bars representing 
interchanged. hypothetical interquartile ranges. 
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In addition to the variability considered a- 
bove, there is another type of variability that 
we must also consider; viz., the variability or e 
error which results from estimating (from a sam- 
ple) the typical values for a population. Later 
in this paper, we turn to this notion of variabil- 
ity and the ways we feel it should be considered. 

Our earlier discussion of Charts 3/8 through 
3/11 served to illustrate problems (a) and (b) as 
described at the beginning of this section. Our 
next example will serve as another illustration of 
problem (b). We consider now the display of grade 
enrollment by race, sex, and age in Chart 3/7 [p. 

80]. The graph presents the percent of students 
below the modal grade. A more symmetric picture 
would have presented the percent in the modal gr- 
ade and the percent above the modal grade as well 
as the percent below it. Although the percent be- 
low the modal grade is of special interest, info- 
rmation about the complete distribution may en- 
able us to gain greater understanding of the 

meaning of the magnitudes displayed. The infor- 
mation presented in Chart 3/7 in its present 
form is potentially misleading. 

While we are critical of some of the graphic 
presentations in Social Indicators, 1973, the 
graphics are among the best we have seen in such 
a report, not only because of the helpful use of 
color, but also because the authors have general- 
ly observed relatively high standards of presen- 
tation. 

ACCURACY AND ERROR STRUCTURE 

How accurate are the data and the series re- 
ported in Social Indicators, 1973? The Introduc- 
tion does touch on accuracy as follows: 

"Most of the series included have been taken 
from Federal sources; their quality can be 
verified by those agencies. For data compiled 
by non -Federal sources, we have, wherever pos- 
sible, relied on the judgment of those working 
directly with the data regarding their suita- 
bility for this publication" [p. xiv]. 

Yet in most cases Federal agencies have not pre- 
pared adequate studies of error for their series. 
(The Bureau of the Census is one of the important 
exceptions in this regard.) Thus agency verifica- 
tion can usually be only unsupported assertion. 
It is unfortunate that the Statistical Policy 
Division of the Office of Management and Budget 
has produced a major statistical publication 
without a serious discussion of error, especially 
in light of the recommendations and the general 
thrust of the President's Commission on Federal 
Statistics. 

The absence of a discussion of data accuracy 
seems unfortunate as a matter of principle and 
statistical standards, and it may also lead to 
misunderstandings and mistakes. For example, the 
relatively innocent reader may note a difference 
between two tabulated values dominated by random 
variation and conclude that some real pattern 
exists when in fact this is not the case. 
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We are familiar with the notion of random sam- 
pling error; in order to keep such errors at low 
levels, it is necessary for us to have samples 
that are appropriately large and well -designed. 
While many of the Charts in Social Indicators, 
1973 are based on sample data, few of the related 
Technical Notes give any details on sample design, 
and in only one case are we given an estimate of 
sampling error [(Note on Charts 2/20 and 2/21) 
p. 63]. In addition to the random component of 
sampling error, whenever nonprobability sampling 
techniques are used at some level of a survey, 
there enters the possibility of systematic sampl- 

ing errors. 

Whether or not sampling error is present in a 
study, there may be appreciable errors of measure- 
ment, such as nonresponse and various types of re- 
sponse errors (misunderstandings, failures of mem- 
ory, deliberate falsehoods). These measurement 
errors may be random or systematic, and the taking 

of a census rather than a sample does not remove 
such systematic errors. For example, it is well - 
known and well -documented that the U.S. Census of 
Population has a systematic undercount (bias), the 
magnitude of which differs by race. For the 1970 
census, it has been estimated that approximately 
1.9 percent of the whites and 7.7 percent of the 
non - whites were not counted, and that the under- 
count of some non -white five -year age groups 
was as high as 18.5 percent'. (These are estimated 
rates, however, and they too are subject to var- 
ious sources of error.) This systematic measure- 
ment error is especially relevant for the Pop- 
ulation chapter of Social Indicators, 1973, where 
unadjusted census figures are used for several 
charts, but it is also relevant for data present- 
ed in other chapters as well. For example, if ad- 

justments to reported crime rates took the above 
mentioned undercount into account, the rates thus 
obtained might present a somewhat different pic- 
ture from that associated with the unadjusted 
rates presented in Social Indicators, 1973. 

Some examples of systematic measurement error 
in population data have been noted in Social In- 
dicators, 1973. For example, in the Housing chap- 
ter, the Technical Notes [pp. 202 -205] point out 
that the 1960 Census of Housing underestimated the 
number of sub- standard units in the U.S. by 
536,000 or about 6 percent of all sub -standard 
occupied housing units. When these data are dis- 
aggregated by social and demographic classifica- 
tions, however, no adjustments for this bias are 
made, even though the disaggregated data are sus- 
ceptible to this bias. (An appropriate adjustment 
for each disaggregated class would, of course, be 
preferable, but if the information that would be 
needed to do this is not available,'then a uniform 
adjustment for the disaggregated classes would be 
better than no adjustment.) Nevertheless, the dis- 
cussion of the effects of measurement error with 
regard to this particular index in Social Indica- 
tors, 1973 is good, and we would like to see other 
thoughtful discussions of this sort. 

The random component of measurement error often 
results from the imperfection of the measuring 
device, and the simplest way to get a handle on 



the magnitude of this measurement error is to re- 

peat measurements independently and /or to compare 

measurements obtained using a "more accurate" 

measuring device. Neither of these approaches is 

necessarily easy to carry out, and nowhere in 

Social Indicators, 1973 is there a discussion of 
this random component of measurement error or of 
attempts by various agencies to measure it. 

Many of the indices used in Social Indicators, 
1973, both those used directly and those used in- 
directly in the construction of other indices re- 
ported in the volume, are subject to several 
sources and types of error. For example, the 

Consumer Price Index (CPI), which is used to ad- 

just figures for across -time comparisons in the 

Income chapter, is based on a complex network of 
samples, not all of which are probabilistic. By 

instituting a replication design the Bureau of 

Labor Statistics has attempted to measure both 
types of random error (i.e., sampling and meas- 
urement error), but we have not been able to find 

any details on systematic grrors, nor on how the 

errors may vary over time. Furthermore, the Com- 

missioner of the Bureau, Julius Shiskin, recently 

noted that: 

"The weighting of the CPI to take account of 
the proportion of disposable income spent in 

various items in the index, is based on a sur- 

vey of consumer price patterns in 1960 -61. A 

new survey is getting under way, but the re- 

sults will not be available until 1977. "6 

Whether much or little is known about the 

error structure of a survey or a particular index, 

it is not sufficient to refer those wishing to 

examine in greater detail the material in Social 
Indicators, 1973 to the "quoted sources," many of 

which are unpublished reports or studies. Even 
the President's Commission on Federal Statistics 
was unable to obtain detailed information on 
error structures from a large number of federal 
agencies. The Commission's Report notes that 

"although there was considerable variation, 
both for different statistics in the same 
agency and across agencies, the responses to 
the [Commission's] survey showed disappoint- 
ingly little knowledge of error structure. 
Sampling errors were estimated for most stat- 
istics based on probability samples, but there 
were, with only a few exceptions, very few 
analyses of response and other nonsampling 
errors, even in cases in which, because of 
long recall or the use of incomplete records, 
these were likely to be substantial. "7 

It is our hope that in conjunction with future 
editions of Social Indicators, the Statistical 
Policy Division of the Office of Management and 
Budget will compile in a form suitable for publi- 
cation detailed information regarding what is 

known and what is unknown about the error struc- 
ture for each of the series in the main report. 
This information should include descriptions 
(where relevant) of: 

(a) sampling frame, sampling plan, and (effec- 
tive) sample size, 
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(b) estimates of sampling error, 
(c) any special or nonstandard aspects of ques- 
tionnaire design or interview procedures, 
(d) non- response rates, and treatment of miss- 
ing observations (if the problem is substant- 
ial), 

(e) degree of consistency and compatibility 
with related series of measures. 

These descriptions need not be voluminous; they 
need only be summary in nature, with references to 
more detailed technical presentations. 

This information on error structure, required 
by those who wish to draw inferences from the data 
in Social Indicators, 1973, should probably be 

published as a companion booklet, and only brief 
statements should be included in the Technical 
Notes in the main report. If it is unrealistic to 
expect such a companion booklet, then a brief 
checklist format could be included in the Techni- 
cal Notes which would alert the reader to what is 
known or unknown about the error structure for 
each data set or chart. The Bureau of the Census, 
for example, provided the President's Commission 
on Federal Statistics with a detailed eight -page 
summary of information on the error structure of 
the Current Population Survey (CPS), and data from 
the CPS have been used in Social Indicators, 1973 
in the chapters on Employment, Income, Housing, 
and Population. Something less detailed would 
suffice for the next edition of Social Indicators. 

OBJECTIVE VS. SUBJECTIVE 

Much discussion in the field of social indicat- 
ors has focused on the use of objective versus 
subjective measures, and the Introduction of 
Social Indicators, 1973 touches on this point 
[p. xiii]. We believe that it is important to 
point out that there are two different senses in 
which a measure can be objective or subjective. 

William Kruskal notes that phenomena may be 
subjective in the sense of being inside people's 
heads (attitudes, aspirations, happiness) or ob- 
jective in the sense of being directly observable 
(dead -alive). Similarly, modes of measurement may 
be subjective (opinions about the magnitude of 
the crime problem in 1974) or objective (actual 
counts of reported crimes in various categories). 
Of course, there are philosophical difficulties as 

to what is objective and what is subjective, and 
there are intermediate, blurry cases, but roughly 
speaking, we can think in terms of the 2 x 2 cross - 
classification: 

Phenomenon 
of 

Interest 

Subjective 

Objective 

Mode of Measurement 

Subjective Objective 

a b 

c d 

In reading through Social Indicators, 1973, we 
have found examples of indicators that correspond 
to each of the four cells. Of course, the bulk of 



the measurements appear to be objective-objective, 
but a closer examination reveals that the mode of 
measurement in many of the so- called objective -ob- 
jective cases might be classified as subjective. 
For example, are self- reports, such as those used 
in the compilation of disability data in the Heal- 
th chapter objective or subjective? This depends 
in fact on instructions given to respondents, and 
we are not provided with these details in the 
Technical Notes. Indeed, the classification of 
various sets of data according to the 2 x 2 table 
described above is itself subjective in character. 

Now let us turn to the other three cells in 
this 2 x 2 table (i.e., the a, b, and c cells). 
The indices of substandard housing and crowded 
conditions in the Housing chapter provide examples 
of subjective phenomena that are measured object- 
ively [Charts 6/1 through 6/7, pp. 206 -208]. The 
notion of "substandard" is a subjective one, but 
to measure this phenomenon, the Bureau of the Cen- 
sus has used criteria that are objective (more or 
less). Measures of this kind (i.e., where there is 
a subjective phenomenon and objective measurement) 
are often of interest to social scientists because 
they are related to social concerns and are avail- 
able on a consistent basis over time. Indeed, in 
the present case, the index of substandard housing 
has been criticized, in part, as a consequence of 
its consistency over time. The definition has been 
consistent, but many complain that it is no longer 
meaningful. 

Albert Biderman suggests another example of 
subjective phenomenon -objective measurement: the 

Uniform Crime Reports offense series, which he 
claims serve as important and quite accurate 
state -of- society indicators as they reflect peo- 
ple's perceptions of the magnitude of the crime 
problem. He would thus dispute the common view of 
these series as objective- objective. 

Chart 1/26 [p. 21] provides us with an example 
of a subjective measure of a phenomenon that ap- 
pears, at first glance, to be objective. This 
chart is based upon the respondent's assessment of 
the confidence he has with respect to his access 
to "good" medical care. If "good" had been defined 
for the respondents, then the phenomenon might be 
objective; if "good" were not defined then we 
would have the respondent's perception of what is 
"good," in which case the phenomenon would be sub- 
jective. The Technical Notes do not provide us 

with enough information to determine how "good" 
was actually defined in the study. 

Far more prevalent than subjective- objective 
and objective- subjective indices are subjective - 
subjective indices in Social Indicators, 1973. 

For example, in the Employment chapter, there is a 
subjective evaluation of the highly subjective 
notion of "job satisfaction" [Charts 4/16 and 4/17, 

pp. 123 -124]. This is a reasonable approach to one 
dimension of a quality of life index. Further ex- 
amples of subjective -subjective measures can be 
found in the chapters on Public Safety [pp. 58 -59] 
and Housing [pp. 200 -201]. 

STATISTICAL ANALYSIS AND INTERPRETATION 

One of the more striking features of Social 
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Indicators, 1973 is the apparent lack of analysis 
and interpretation of the statistics included. 
Obviously, judgment has been exercised in the 
choice of which indicators to include, which to 
eliminate, what types of disaggregation to exhib- 
it, when to show component elements of an index, 
and so on. Moreover, inferences are directed, at 
least implicitly, but the material selected and 
the manner of presentation. The reader is left to 

determine, without explicit guidance, what pat- 
terns are present in the data, what they mean, 
and what importance to attach to this meaning. 

Information about the accuracy of the data is 
essential to proper statistical interpretation, 
and, as we noted earlier, the reader is not given 
this information in most instances. Although many 
of the indicators included are presented in the 
form of general purpose statistics, it is all the 

more difficult to discuss accuracy when we don't 
know what questions we wish our data to help us 
answer. It would have been helpful if Social 
Indicators, 1973 had indicated in more detail the 
purpose of including various charts and data sets. 

Most of the measures reported in Social Indi- 
cators, 1973 have been drawn from existing stat- 
istical series produced by federal government 
agencies, and the bulk of these measures are re- 
ported in the same manner as in the official re- 
ports of the various agencies, or as in the Stat- 
istical Abstract. In addition to the measures re- 
ported in Social Indicators, 1973, the volume 
also includes impressive graphical displays. In 
some cases, such as in the Population chapter, the 
graphical displays include some statistical pro- 
jections, which are based upon various assumptions 
regarding fertility, mortality, and migration. The 
graphical presentation of this material is highly 
informative. 

We feel that more projections and more detailed 
statistical analyses are desirable in a social 
report. In addition, we believe that statistical 
analyses should be coupled with at least some 
statistical interpretation and comment. 

An examination of the Public Safety chapter 
will allow us to focus on the type of analysis, 
interpretation, and comment that is both feasible 
and desirable. If you glance quickly at Charts 2/1 

through 2/3, [pp. 44 -45], and 2/15 through 2/17 
[pp. 53 -55], you cannot escape the (naive and 
perhaps erroneous) conclusion that the rate of 
criminal offenses has been increasing over time, 
although there is considerable variability in the 
rate of increase for different categories of crime. 
You may even notice the downturn in property crime 
for 1972, indicated in Charts 2/15 through 2/17. 
Moreover, Charts 2/13 and 2/14 [pp. 51 -52] seem 
to indicate that the rate of commission of violent 
crimes (in urban areas) is highest for 15 -24 year 
olds and for Negroes; and Charts 2/8 and 2/9 [p. 

49] seem to indicate that the offenders (in a 
sample from 17 major cities) are mostly male and 
that they are to a large extent Negro rather than 
White. 

Having drawn these apparent conclusions, we now 
ask whether they are warranted. If so, then we 



might ask what are the causes of the increases in 
crime and the means by which crime can best be 
prevented or controlled. To answer the first of 
these questions, we must know something about the 
error structure of the indices being used. Some 
of the limitations of the Uniform Crime Reports 
data are discussed [pp. 60 -61], but little atten- 
tion is given to accuracy in the statistical 
sense. There are many who argue that the statisti- 
cal limitations of the data make it difficult to 
determine not only the magnitude but also the 
direction of changes in rates. Albert Biderman, 
for example, has stated: 

"I contend that most of the sources of error 
operate to inflate the newer figures relative 
to the older ones, resulting in a false picture 
of rapidly increasing lawlessness among the 
population. With respect to most of these sour- 
ces of error, it is extremely difficult and 
sometimes impossible to give quantitative ex- 
pression to the factor. 

Nevertheless, in examining several published 
criticisms of the index, and in subjecting it 
to my own critical examination, I believe that 
the following three conclusions emerge: 

1. The errors and biasing factors affecting 
the Crime Index largely operate to show spur- 
ious increases, rather than decreases, in the 
rate. 

2. The Crime Index does not provide a sound 
basis for determining whether criminal behav- 
ior is increasing, or decreasing, in the 
United States. 

3. The Crime Index is highly sensitive to 

social developments that are almost universally 
regarded as improvements in the society. Thus, 

it is altogether possible that year -to -year 
increases in crime rates may be more indicative 
of social progress than of social decay. "8 

Are there other simple explanations for aspects 

of the apparent increases? Some explanation is 
suggested by a reworking of existing data relat- 
ing to the size and age composition of the pop- 
ulation. Since Chart 2/13 reveals that young peo- 
ple commit a disproportionate share of crime, 
even if the propensity to commit crimes remained 
constant over time for all age groups, an increas- 
ing proportion of individuals in the 15 to 24 

year -old bracket could lead to an increasing crime 
rate.9 Other demographic characteristics that ob- 
viously should be considered in a similar manner 
are race, sex, and geographical location. There is 
simple and straightforward statistical technique 
called "standardization," well known to demogra- 
phers and epidemiologists, which adjusts rates 
or proportions for such factors. While the figures 
that we need in order to standardize the Uniform 
Crime Reports rates are not given in Social In- 
dicators, 1973 some related direct standardiza- 
tion calculations have been carried out by the 
Commission on Population Growth and the American 
Future. They report that 

"About 28 percent of the reported increase be- 
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tween 1960 and 1970 in the number of arrests 
for serious crimes can be attributed to an inc- 
rease in the percentage of the population 
under 25. Another 22 percent of the increase 
can be explained by the growing size of the 
population and other demographic factors. Thus, 
population change alone accounted for about 
half of the reported increase in the number of 
arrests for serious crime over the past 
decade." 10 

The inclusion of appropriate standardized rates 
in future editions of Social Indicators would be 
informative. If such analyses were applied to 
rates for various types of crimes, we might be 
able to decide if, for example, the 1972 dip in 
property crimes is spurious. More important for 
these future reports are new forms of data such 
as those now being produced via the National 
Crime Survey. These new data make possible more 
thorough statistical analyses. Hopefully, the 
Law Enforcement Assistance Administration will 
carry out the appropriate statistical analyses, 

and will provide the Office of Management and 
Budget with appropriate summaries. 

It has been suggested that other factors that 
may possibly account for the increases in the 
crime rate over time are: 

..(1) more widespread and intense identi- 
fication with the norms of the national soc- 
iety, (2) greater integration and effective- 
ness of the economic and social systems, and 

(3) more effective operation of the formal 
agencies of control, such as police and 
courts. "11 

We have yet to come to grips with the possible 
causes of crime, and the policy implications for 
its control. What we need, besides more accurate 
reports on the incidence of crime, are real exper- 

iments. We also need measures of potentially re- 
lated conditions such as the extent and dimensions 
of narcotics addiction, and also a variety of pos- 
sible "leading" indicators (as the economists 
would say) for criminal activity such as, for 

example, school truancy rates. Exploring the 
interrelationships among such variables and their 
relationship with crime indicators would involve 
careful statistical analysis. 

Other problems in the interpretation of crime 
statistics revolve around the issue of the in- 
cidence of offenses versus the prevalence of of- 
fenders, and the use of longitudinal versus cross - 
sectional data. The Uniform Crime Reports and the 
victimization data report cross -sectional incid- 
ence of crime, but they shed no light on the 
question of whether certain segments of society, 
after adjustment for relative size, are committing 
an increasing or a decreasing amount of crime. 
The development of an adequate longitudinal system 
of criminal statistics, as proposed by the Presid- 
ent's Commission on Federal Statistics, might shed 
light on this problem. Again, these are statisti- 

cal as well as substantive matters. 

While we recognize that the exploration of 
causes and cures is not within the purview of 



Social Indicators, 1973, we believe that such a 
report should present analytical measures that 
may aid the users of the publication who may 
have the obligation to interpret, or to take 
positions on, causes and cures. 

For a final and somewhat more detailed example 
of statistical concern, we turn to the Technical 
Notes for the Public Safety chapter [p. 61], 

where we are told of the concern of crime an- 

alysts but not of statistical analysts: 

... a serious problem with the NORC survey was 
the small sample. Of approximately 2,100 crime 
incidents identified from interviews carried 
out in 10,000 households, only 18 were forcible 
rapes. Crime analysts have questioned the val- 
idity of a national rape victimization rate on 
such a small number of incidents, particularly 
rates by race and age." 

First, we feel that this statement conveys a 
misconception regarding the accuracy of estim- 
ated rates in sample surveys. The standard devia- 
tion of an estimated rate decreases as (a) the 
size of the sample increases; and (b) the size of 
the true rate decreases (for rates less than 
0.5).íL With respect to the NORC survey, the 
sample size (10,000 households) is relatively 
large in statistical terms, and the rape rate 
(estimated at approximately 0.002) is relatively 
small in statistical terms, so the standard dev- 
iation of the estimated rate will be relatively 
small. Although the 0.002 rate is relatively 
small in statistical terms, it is not at all 
small from some other points of view. Accuracy 
is a relative matter, and if we wished to compare 
the victimization rate from this survey with a 
rate produced from other sources, the accuracy of 
the estimated rate may not be high enough to de- 
tect small relative differences. 

Second, the part of the statement dealing with 
the more detailed breakdowns of crime incidents 
by race and age seems to ignore the statistical 
activity of the past decade on the analysis of 
multiple cross- classifications. By using various 
statistical techniques, such as unsaturated log - 
linear models, we can smooth cross- classified 
data where many of the original cell counts are 
zero. The resulting smoothed data can then be 
used to get useful estimated rates.13 

Such statistical methods could be applied to 
analyze more completely data reported in various 
chapters of Social Indicators, 1973, e.g., in 

the Public Safety and Education chapters, but the 
data in Social Indicators, 1973 itself were not 
sufficiently detailed for these analyses. In some 
attempts to go to the source, we found either 
that the data were from unpublished reports (un- 

available to us), or that the cited sources still 
did not contain the relevant detailed information 
required. The problem here resides in the limit- 
ations of the statistical reports currently pro- 
duced by some federal agencies and private re- 
search organizations which form the basis of 
Social Indicators, 1973. 
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SUMMARY 

In this review of Social Indicators, 1973 we 
have focused on four major statistical considera- 
tions: 

(a) the need for care in reporting data in 
graphical form, 

(b),the need for detailed discussion of the 
error structure associated with each of the 
indicators reported, 

(c) the need for careful statistical analyses 
of the data presented in the volume and of 
related data obtained from other sources, 

(d) the need for statistical interpretation of 
the information reported. 

We envision an increasingly important role for 
statistical analysis and related considerations in 
future editions of Social Indicators. 

NOTES 

1. This paper is a revised version of remarks pre- 
pared for the Review Symposium on Social In- 
dicators, 1973, sponsored by the SSRC Center 
for Coordination of Research on Social Indi- 
cators, Washington, D.C., February 21 -23, 
1974. The paper appears in Social Indicators 
1973: A Review Symposium edited by R.A.Van 
Dusen (1974), Social Science Research Coun- 
cil, New York, pp. 63 -82, and is reproduced 
here by permission of the Social Science Re- 
search Council. It is based on coversations 
and written memoranda from several of our 
colleagues, as well as on our own conversa- 
tions and observations. Specifically, we wish 
to thank Albert Biderman, O.Dudley Duncan, 
Morris Hansen, William Kruskal, Robert Parke, 
Joseph Waksberg, and Hans Zeisel for their 
help. In addition, we have drawn upon such 
sources as Federal Statistics: The Report of 
President's Commission, Volumes IandII (1971). 
U.S. Government Printing Office, Washington, 
and Mathematical Sciences and Social Sciences 
(prepared in connection with the survey the 
Behavior and Social Sciences), edited by Wil- 
liam Kruskal (1970), Prentice -Hall, Inc., 
Englewood Cliffs, New Jersey. 

2. This work was supported in part by Research 
Contract No. NSF 31967X from the Division of 
the Social Sciences of the National Science 
Foundation to the Department of Statistics, 
University of Chicago. 

3. The comments we make are applicable in a 
slightly revised form to medians. 

4. J.S. Siegel, (1974). "Estimates of coverage of 
the population by sex, race, and age in the 

1970 Census." Demography 11, 1 -23. 

5. For various statistical discussions of the CPI 
see: 

(a) W. H. Kruskal and L. G. Telser (1960). 
"Food Prices and the Bureau of Labor Statis- 
tics," J. Bus. Univ. Chicago 33, 258 -285. 



(b) BLS Handbook of Methods for Surveys and 
Studies (1971). Bulletin 1711. U. S. Govern- 
ment Printing Office, Washington, D. C. 

(c) Zvi Griliches (ed.). (1971). Price Index- 
es and Quality Change. Harvard University 
Press. See especially pp. 185 -197 and pp. 
233 -234. 

6. Excerpts of a statement by J. Shiskin presented 
at the Washington Journalism Center, as re- 
ported in the Minneapolis Tribune, February 
8, 1974. It is worth noting that, in his 

former capacity as Chief Statistician for the 
U. S. Office of Management and Budget, Mr. 
Shiskin was responsible for initiating the 
preparation of the document presently under 
review. 

7. Federal Statistics: The Report of the Presid- 
ent's Commission. Vol. II (1971), U. S. 

Government Printing Office, Washington, D.C. 
"How much do agencies know about error 
structure," by H. Grubert, pp. 297 -334. 

8. Albert Biderman, (1966) "Social Indicators and 
Goals," pp.68 -153 in Social Indicators edit- 
ed by R. A. Bauer, MIT Press, Cambridge, (see 

p. 115). The Crime Index referred to in the 
quotation is a composite index based on the 
Uniform Crime Reports series for criminal 
homicide, forcible rape, robbery, aggravated 
assault, burglary, larceny, and automobile 
theft. 

9. Another factor having substantial impact on 
crimes committed by males in the 15 -24 year - 
old age cohort is military service. This 
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point deserves considerable attention, but 
we do not pursue it here. 

10. Population and the American Future, (1972), 

U. S. Government Printing Office, Washington, 
D.C., p. 22. In Social Indicators, 1973 we 
are given rates per 100,000 population rather 
than the actual numbers of arrests referred 
to in this quotation. These reported rates 
already adjust for the growing size of the 
population and so standardization could not 
be expected to account for half of the incr- 
ease as given in Social Indicators, 1973. 
Also, the standardized rates ignore inter- 
actions among the demographic factors. 

11. Albert Biderman, off. cit., 115 -116 

12. If p is the true rape rate and n is the sample 
size, then the standard deviation of the ob- 
served rate or proportion is,/p(1 -p) /n. On 
the other hand, it is of course true that the 
coefficient of variation (i.e., the standard 
deviation divided by the mean), which is 
equal to /[p(1- p) /n] /p = ,ß/(p-1 -1) /n, will 
increase as p decreases. 

13. For detailed discussion of these techniques 
see, for example: 
(a) Y. M. Bishop, S. E. Fienberg, and P. W. 
Holland, Discrete Multivariate Analysis: 
Theory and Practice. Cambridge, Mass.: MIT 
Press, 1974. 

(b) L. A. Goodman, "A general model for the 
analysis of surveys," Amer. J. Sociol: 77, 
(1972) 1035 -1086. 



SOCIAL INDICATORS AND POLICYMAKING 
Some Comments on Social Indicators 1973 

Richard C. Taeuber 
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National Academy of Sciences - National Research Council 

Social Indicators 1973 is a first effort of 

limited purpose -- the first volume of its kind 
to be published by the Federal Government. Quite 

naturally, it is open to criticism -- but any 

praise, condemnation, evaluation, or criticism 
should remember this firstness, and thus be 

offered in a positive nature aimed at improving 

Social Indicators 1976. These remarks are intend- 

ed to be taken in that light. To paraphrase Marc 
Antony, I come to praise indicators, not to bury 

them. 

Chinitz has said that "the demand for instant 

wisdom where there is monumental ignorance is in- 

finitely elastic ".(1) In addition to seeming to 
respond to such a demand, Social Indicators 1973, 

especially in a policymaking sense, seems more of 
an overview of some prior social scene, rather 
than an indicator of actionable areas as one 
might expect from the title. Who was the expected 
audience? What was the expected purpose of the 
volume? Would OMB /SPD have been better advised to 
be less pretentious, or less ambitious, in putting 
out this volume which could be expected to be a 

definitive chronicling of the social status of the 

nation? Can one realistically produce a set of 

indicators or summary information measures, that 
are so universale that they can serve all audi- 

ences and all purposes simultaneously? The volume 
seems to have been shaped by data collectors and 

data presenters, rather than by researchers or 

policy analysts. This may be due partly to an in- 
tention to rely solely on available data. Since 

a social indicator can be constructed only if one 
knows how to construct it and if the data needed 

for its construction exist, many desirable indica- 
tors simply are not available. 

Background 

Social Indicators 1973 finally appeared in 
February 1974 but its history can be traced back 
at least to 1969 testimony by the then Bureau of 
the Budget that they were in the process of devel- 

oping "a publication on social statistics" which 
would "contain regular series on the most signifi- 
cant" social topics. It would also serve "as a 

clearinghouse for the results of individual stud- 
ies that should provide insights into social pro- 
blems as well as some possible solutions. 
". . The first task is to organize what is avail- 

able . . . over the years, as statistical gaps 
are identified, new statistical series will be de- 
veloped and initiated to fill the gaps ".(2) In a 

recent paper, Dan Tunstall stated that Social In- 
dicators 1973 "is primarily a book of statistics. 
The statistics were chosen to be indicators of 
major national social concerns and to show change 
in social conditions over time. The focus of the 
publication is the American people. . . . Given a 
framework of national social concerns we went 
about the task of selecting one or more indicators 

89 

for each concern. Social indicators are defined 
as statistical measures of the most important as- 
pect of a concern. "(3) Elsewhere in the paper, he 
went on to say that he interpreted "social report- 
ing to mean something quite different. I defined 
social reporting as a process of informing the pub- 
lic about the conditions and trends of its society." 

These two statements seem to fit the volume 
which has appeared in that the term "reporting," 
or the term "inform," seems to be much more appli- 
cable to this volume than does the term "indica- 
tors." Indicators, if they are to serve policy - 
makers should, at a minimum, help delimit problems 
and problem areas and suggest action potential. If 
one raises the question: Is anything actionable 
from this volume or are the data of the volume 
only indicative of the social scene ?, one has to 
state the latter to be the case. Its information 
areas are worthy of attention, but there is no 
indication derivable from the volume of any action 
or intervention strategies. Although this can be 
taken as a criticism, the fact that the volume is 
more information- oriented seems entirely consistent 
with the two quotations mentioned earlier. 

In terms of its informational usage, approxi- 
mately half of the first printing run of 10,000 
were distributed to persons involved in policy 
formulation and execution such as members of Con- 
gress, senior committee staffs, agency heads, se- 
lect assistant secretaries, Governors, state budget 
officers, mayors, etc. And, indeed, there have 
been stories of at least a few recipients of the 
volume having received some informational insights. 

Definitions of Indicators 

Although many persons feel that the use of the 
term indicators in the title of this volume is in- 
appropriate, there is a major dilemma in substanti- 
ating that position. Both the term indicators and 
the term policy have a major commonality in that 
all of us know what each term means, but none of us 
can commit to writing a definition which will be 
universally acceptable. 

The definitions of "indicator" put forth to 
date include that presented by Bauer in the 1966 
volume he edited which suggested that social in- 
dicators are "statistics, statistical series, and 
all other forms of evidence that enable us to as- 
sess where we stand and are going with respect to 
our values and goals and to evaluate specific pro- 
grams and determine their impact. "(4) Biderman in 
an article in the same volume described his focus 
as being "quantitative data that serve as indexes 
to socially important conditions of society."(5) 
Another definition was put forth by Sheldon and 
Moore in 1968 -- "Such indicators would give a 
reading both on the current state of some segment 
of the social universe and on past and future trends, 



whether progressive or regressive, according to 

some normative criteria. "(6) In 1969 Towards a 

Social Report included the statement that "a so- 

cial indicator, as the term is used here, may be 
defined to be a statistic of direct normative in- 

terest which facilitates concise, comprehensive 
and balanced judgments about the condition of ma- 
jor aspects of society. It is in all cases a di- 

rect measure of welfare and is subject to the in- 

terpretation that, if it changes in the right di- 

rection, while other things remain equal, things 

have gotten better, or people are better off. 

Thus, statistics on the number of doctors or po- 

licemen cannot be social indicators, whereas fig- 

ures on health or crime rates could be. "(7) In 

1972, Campbell and Converse saw two distinctive 
emphases associated with the definition of social 
indicators. "First, the term is intended to con- 
vey a stress on descriptive measurement which is 
much more dynamic than most social science re- 
search has been to date. . . . Second, and perhaps 

more noticeable, the call to arms represented by 
the social indicator movement lays a heavy stress 
on policy relevance. "(8) In the volume under dis- 
cussion, the authors say that their choice of in- 

dicators is based upon two criteria: "That the 
indicators measure individual and family (rather 

than institutional or governmental) well -being and 

that they measure end products of, rather than in- 

puts into, social systems. In education, for ex- 

ample, the indicators were selected to measure in- 
dividual achievement and attainment rather than 

inputs, such as school budgets, classroom con- 

struction, and the number of teachers. "(9) 

But every one of these definitions can be 

criticized in some manner or other. Use of the 

term normative, for instance, presents problems in 

that the normative of today may not be normative 
of tomorrow, or the normative of one policymaker 
or branch may not be the normative of others 
charged with action in the same problem area. 

Whatever definition one chooses or might even- 
tually evolve to lend more order to the indicator 
field, one has to agree that social indicators are 

constructs with a theory behind their choice or 
construction. The theory may be explicit and for- 
mally expounded as part of the discussion or pre- 
sentation of the indicators, or it may be implicit 
in the minds of those who have selected the chosen 
indicators for whatever purposes they may be try- 
ing to advance. Indicators may be a simple pre- 
sentation of data or they may be synthetic in that 
they are constructed from several series. They 
must have a sense of time and be based on observa- 
tions, usually quantitative, whether they be objec- 
tive in purporting to show what a position is or 
how it is changing or whether they be subjective 

in the sense of purporting to show how the objec- 

tive is regarded by the community in toto or in 

constitutent groups. Social indicators have to 

relate to some area of social concern and have to 

be value- or action- or theory -oriented --at least 

in the eyes of those putting forth the indicator 

because even those espousing a purpose of satisfy- 

ing curiousity or providing understanding un- 

doubtedly have some end objective in mind, and 

thus some potential policy. 
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Role of Indicators 

In commenting on policy implications or policy 
considerations of Social Indicators 1973, I think 
one has to face not only the question of what in- 
dicators are, but also the question of what the 
role of indicators should be. One view is that 
"The major purpose of social indicators is to af- 
fect the general image of society and the fund of 
knowledge about social changes intelligent people 
have. If the thousands of actors whose work on 
interactions aggregate to 'social policy' know 
what society is all about and if the publics to 
whom they relate share these understandings of 
what is important and why it is important, policy 
will improve. "(10) This is somewhat different from 
the view that it is "meaningless to speak of a 
measure or an observation of condition, that is an 
indicator, which is value- or action- or theory - 
free."(11) That would seem to abide with the feel- 
ing that the role of indicators should be just 
that -- to indicate problems and interrelationships 
or even non -problems, assuming that there is po- 
tential to change the conditions which have pro- 
duced that which is being indicated. 

Springer specifies "two essential components 
of information: (1) specific items of data, and 
(2) inference structures that order these data 
items in some model of the relationships between 
goals and means" and further that "the character- 
istics of the demand for indicators -- the per- 
spectives, the needs, and interests of our presumed 
clients -- should guide our work. "(12) This seems 
to ties the two previous positions at lease closer 
together, for even those advocating indicators which 
serve solely a curiosity or understanding function 
require a theoretical or interpretational structure 
for the selection of a specific element or subset 
of the data series and constructs, actually or po- 
tentially available. And whatever the theory or 
action -motivation involved on the part of the pro- 
ducers or conveyers of summary information or in- 
dicators, they ignore at their peril the fact that 
a consumer of that selective bit of information will 
have his or her own attitudes, preconceptions, 
understandings, biases, etc. which have derived 
from personal knowledge and experience. 

Economic indicators, which those in the other 
social sciences are attempting to imitate, have 
uses beyond the direct policy or direct action uses 
in that they are seen not just by policymakers or 
the Council of Economic Advisors but are released 
to the press and the public. Thus there are many 
persons outside of direct policy roles who can make 
their own attempts to suggest or impact on policy. 
Indeed "a social report or a set of social indica- 
to tie the two previous positions at least closer 

two ways. First, it gives social problems more 
visibility and thus makes possible more informed 
judgments about national priorities. Second, by 
providing insight into how different measures of 
national well -being are changing, it may ultimately 

possible a better evaluation of what public 
programs are accomplishing. "(13) This role would 
also serve well a dictum put forth by George 
Washineton . aonlicable to policvmakers even 

today, which says that the people must feel before 
they will see. 



Social indicators thus seem to have roles in 
serving the needs of curiosity, of understanding, 
and of action or any combination of them. And, 

one can tie all three together by noting that 
curiosity and the wish for understanding frequently 
arise from a desire for action. 

Research -Policy Interrelations 

An aspect of the research -policy interaction 
which plagues the researcher is the problem of 
having findings considered. A classic case of 
positive and significant research findings (which 
could have been in the form of indicators) being 

ignored, is the inconsistency of interpretation 
of school -enrollment and teaching manpower data 

in the late 60's. All elementary school enrollees 
for the next five or six years were then alive, 
and projections showed an upcoming decline in en- 
rollment; but despite the obvious implication of 
a decreasing need for teachers, policy encouraged 
the expansion of teacher training. By 1972 the 

supply of newly trained elementary and secondary 
school teachers was running twice what was 
needed -- up from about an even match in 1968. 
One aspect of the problem was'that although this 
trend was very evident at the national level, most 
of the action potential is at the state and local 
level -- but the state population estimates and 
projections of the Census Bureau contained no age 
detail; there was no mid -decade census as a ref- 
erence point; and the 1960 census data were too 
old to show the trend. 

Another case in point is the Big Steel strike 
of the late 40's where a major issue was pensions. 
Big Steel rejected the idea out of hand rather 
than admit to an absence of information on the age 
structure of their work force, and thus the cost 
impact of yielding on the pension issue. Just over 
a year ago at a meeting of regional policymakers 
and planners a member of a state legislature men- 
tioned the passage of a bill to provide tax breaks 
for the elderly residents of their state even 
though they were unsure of the financial impact -- 
although enthusiastic, they passed the legislation 
on faith, for they did not know how or where to 

ask about the number of elderly the state then had 
or were expected to have in future years. 

There is more to having indicators, or in- 
formation, or data then just creating them. They 
have to be communicated,, as Social Indicators 1973 
does so well. Statisticians need to be more alert 
to this need, but at least an equal portion of the 
problem lies with those who complain about the 
absence of data, or those who bemoan the supposedly 
excessive expenditures on data acquisition which 
then can not be used to answer any policy question. 
Both sides of a dialogue have to be aware of the 
interests, needs, and problems of the other if 
communication is to be effective. 

Can we bridge the communication gap between 
the statistician or researcher and the policymaker? 
On one side of the gulf is the social scientist who 
is concerned with studying the existence of a pro- 
blem and its causal and interactive aspects but who 
adheres to the traditional role of the academician 
by not including policy commentary, and not 
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proposing remedies or evaluating the impact of 
alternate remedies. On the other side of the 
communications gap is the policymaker who is con- 
cerned more with action for a politically live 
problem area (possibly more so than with effective 
action actually to attack the real problem); or 
who may be concerned with producing change or im- 
provement. (Or, as has been commented, policymakers 
are "concerned with changing society rather than 
understanding it. "(14)) If social scientists or 
statisticians are to get involved with applied or 
policy research, there would appear to be a need 
to change some of the ground rules so that, at a 
minimum, questions can be properly posed and 
answers can have proper relevance (or the Type III 
error: the right answer to the wrong question can 
be avoided). 

Policy research is different from discipline 
research in that: 

decision deadlines dictating that partial 
information at decision time is more useful than 
complete information two days later; 

o elegance is less important than correctness 
of the predictions or results; 

o redundancy is important; and 

o the objectives are not a substantial con- 
tribution to existing knowledge but the modifica- 
tion of social policy. 

As contrasted to disciplinary research, in policy 
research the problem should be formulated outside 
the discipline. As stated by Lord Rothschild, 
Head of the Central Policy Review Staff of the 
British Government: 

"The research worker should not for- 
mulate the objective, although he can 
and should help. The research worker 
should not decide that the objective 
requires research for its achievement. 
He should not decide that the research 
should be done, assuming it is neces- 
sary. He should not decide when to stop. 
Nor should he decide to change the ob- 
jective in mid -stream, however desir- 
able it may seem to him to do so. "(15) 

As true as this is or should be, there still remain 
some of the traditional roles of the researcher. 
Coleman defined the split between potential forensic 
activity and detached objectivity by stating, as a 

principle of policy research: 

"Those stages of policy research 
that lie in the world of action, for- 
mulation of the research problem, pos- 
ing conditions for communication of 
the research results back into the 
world of action, and making policy 
recommendations based on the research 
results, should be governed by the 
investigator's personal values and 
appropriately include advocacy, though 
stages which lie within the disciplinary 
world, execution of the research and 
statement of the research results, should 



be governed by disciplinary values and do 
not appropriately include advocacy." 

I admit to being very mindful of the dictum 

that the role of statistics is to produce infor- 

mation, not to make decisions, and the concluding 
statement in Towards a Social Report says "that 

social reporting cannot make the hard choices the 
nation must make any easier, but ultimately it 

can help to insure that they are not made in ig- 

norance of the nation's needs." (17) I am also 

aware of the recent statement of President Ford 

that he believes that truth is the glue that holds 

the government together, but it seems to me that 
policy makers have the right and responsibility to 

argue or to ask whose truth; to ask who determines 
which is the real truth and how much reliance is 
to be placed on competing versions or values. 

As to the role of the researcher, Nassau 
Williams Senior wrote in 1836 that "the business 
of a political economist is like a juryman, to 

give deliverance true according to the evidence 
and allow neither sympathy with indigence, nor 
disgust at profusion or at avarice, neither rev- 
erence for existing institutions nor detestation of 

existing abuses, neither love of popularity nor of 
paradox nor of system, to deter him of stating 

what he believes to be the facts or from drawing 
from those facts what appear to him to be legiti- 
mate conclusions. To decide in each case how far 

these conclusions are to be acted upon belongs to 
the art of government." (18) 

Although the realities of internal and ex- 
ternal politics may dictate that a report such as 
Social Indicators 1973 be as bland as it is, I 

would prefer to have seen alternative interpreta- 
tions or evaluations included in the volume for 
the reader or policymaker to take under advise- 
ment. I happen to agree with those who are 
attempting to redefine the proper role of the re- 
searcher, especially the academic researcher to 
a forensic structure which permits or encourages 
advocacy. My beliefs here are best summarized in 
the words of Rupert Vance, who said, "thus, in 

spite of his modesty, the social scientist who 
uncovers and analyzes social facts will be asked, 
'what do you recommend ?' As an honest man who 
values his own integrity, as a citizen who admits 
of public duty, and as an expert in whose training 
society has made an investment, the social 
scientist, after admitting his reservations of 
ignorance and bias, must indicate his choices for 
policy, whatever they may be worth. Nor should he 
be overwhelmed by this assumption of high responsi- 
bility, for he may rest assured that even his facts 
will be discounted by practical men of affairs as 
impossible theory, while his cautious recommenda- 
tions will be regarded as partisan statements by 
every faction whose interest they oppose. But if 
his facts are facts and still disregarded, he may 
take what consolation he can to himself in the 
knowledge that what they will also count in the 
long run to come." (19) 

SOCIAL INDICATORS 1973 

Turning more specifically to Social Indicators 
1973, the extreme neutrality of the volume -- except 
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for the underlying assumptions implicit in the 
given data series and in their selection for in- 
clusion in the volume --is bothersome, as is the 
absence of commentary or interpretation. People 
in general and policymakers in particular are 
expected to know what economic indicators mean, 
and eventually social indicators may have the same 
statement made of them. It is one thing to present 
trends which this volume does magnificently with 
charts and figures; and another to have them inter- 
preted or perceived as having any relevance to 
problems facing decisionmakers. Failure in this 
sense may well derive naturally from the political 
realities with which the Statistical Policy Division 
staff had to live. 

Additionally, interpretations of social data, 
trends, or indicators are always or continually 
befogged by ambiguity and the differences in the 
interpreter's background, capability, responsibility, 
or interests. To indicate possible methods of 

interpreting indicators does not require policy 
commentary, nor should it. But this should not be 
an excuse for avoiding commentary, for as Parke and 
Sheldon state: "if the careful documentation of 
methodology is the primary responsibility of the 
statistician, surely a close runner -up is the 
responsibility to utilize accepted analytical tech- 
niques and methods of data presentation which will 
enable the data to tell the story that will not be 
told in the absence of analysis." (20) 

Use and Usefulness 

Nathan Caplan, from a study of the use of 
scientific information by government executives (21), 

concludes that five out of ten Federal officials 
fall into a low -usage group and thus represent a 
sizable challenge to the producers of scientific 
information. Further, while such officials are 
eager for more information, they may not be able to 

assimilate it effectively. If one is to reach the 
low -usage half at all, and to help the other half 
of decisionmakers, there needs to be some discussion 
of either how to interpret the indicators or of 
what alternate interpretations might mean. To in- 
troduce interpretive analysis, possible or suggested 
methods of usage, and alternate implications for the 
future, one option might be a companion volume or 
quarterly journal --if policy implications are to be 
avoided in the basic volume. It could also report 
on actual uses of the information presented in vol- 
umes such as Social Indicators 1973. 

Statistical Considerations 

Another reason for advocating some commentary 
is that there should have been a fuller treatment 
of what is and what is not measured by any given 
indicator, and also the possible relevance to 
various sets of consumers of the information con- 
tained in the indicator. This volume must be 
criticized for the absence of measures of accuracy 
of the reported indicators. If policy makers are 
to use indicators effectively, the sources or 

structure of error in indicators must be discussed 
because the assessment of the accuracy of indicators 
has to be an important part of decision making. 



Indicators, to be useful in a policy - making 
sense, have to address the future. That is, those 
who present indicators, for whatever their purpose, 
should also present the future or alternate 
futures under alternative policy assumptions. 
Policymaking is aimed at changing a trend and 
altering the future, and thus, to be really useful, 
indicators must tell not only where we are today 
as a result of policy but also where we might go 
as a result of policy changes. Both positions in 
time may involve projections and estimates, 
especially if the data base on which the social 
indicators are based is one or two or more years 
old. Policymaking by the Legislative Branch, with 
the larger time frame required to enact new laws, 
especially requires knowledge of the dimensions of 
the problem without action as well as the dimen- 
sions under possible aspects of the proposed legis- 
lations. 

The question of currency of background infor- 
mation poses a special challenge for social 
indicators, especially uses for policymaking pur- 
poses where the user has to look to the future. 
This issue underlines the need for a quinquennial 
census --it is hard to imagine'the usefulness of 
Social Indicators 1976 which will have to use the 
1970 decennial census as its primary reference for 
major sections of the report, let alone Social 
Indicators 1980. 

In summary I feel the presentation of inter- 
esting summary measures (which a good many of these 
are) without estimates of error, without the means 
or manners of alternative interpretations, without 
forecasts of alternative futures and the conditions 
and assumptions implicit in these forecasts, pro- 
duces a volume of limited usefulness to policy - 
makers. 

Disaggregation 

Towards a Social Report states "if the nation 
is to be able to do better social reporting in the 
future and do justice to all the problems that have 
not been treated here, it will need a wide variety 
of information that is not available now. It will 
need not only statistics on additional aspects of 
the condition of the nation as a whole, but also 
information on different groups of Americans. It 

will need more data on the aged, on youth, and on 
women, as well as on ethnic minorities. It will 
need information not only on objective conditions 
but also on how different groups of Americans per- 
ceive conditions in which they find themselves." 
(23) But those wanting indicators to be used for 

more than curiosity purposes need not only national 
data but also regional data and disaggregations 
beyond the age, race, and sex breakdowns used in 
Social Indicators 1973. If social indicators are 
to be used for social policy purposes, there must 
be actionable data for comparable areas. Any 
political jurisdiction contemplating action needs 
the ability to compare current conditions of life 
with standards and goals. Indicators need to 

indicate the status of population sub -groups in an 
ethnic or socio- economic sense and /or in a geo- 
graphic sense. As has been demonstrated in the 
past, national rates for unemployment can be at 
acceptable levels, while local areas or specific 
sub -groups may have a serious problem- -e.g., such 
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as black teenagers or a particular occupation 
group. Finally, if the New Federalism concept 
continues or expands, it is important that there 

be comparable information at all the appropriate 
levels of policy action, especially for the states 
and cities. 

In making this argument, one must concede, 
however, that this might not be the role of a 
national volume such as Social Indicators 1973. 

This does not lessen the need to insure that 
there is a potential for sub -groups of the popu- 
lation to have their status indicated in a similar 
manner. When information is available only at a 
national level and when the policy arena is at a 
lower political level, the measure could be a 
highly misleading "indicator ", and, if not ex- 
cluded, included to point out the need for addition- 
al detail. One way to produce the sub -national 
detail is exemplified by the national assessment 
of educational progress. While the program aims 
primarily at national assessment, some of the 
resources are used to provide technical assistance 
to states and counties to use the national model 
and technology to conduct their own assessments. 
Select states and other school jurisdictions have 
been able to assign their own priorities to assess- 
ment measures, and thus been permitted their own 
interpretation of the data. 

Policy Areas 

Social Indicators 1973, from its introduction, 
is as a book of statistics and describes eight 
major social areas, or "broad areas of interest 
or social concerns." The taxonomy used represents 
recognized areas of social concern but for policy - 
making there is no sense of perception of any 
problem in these areas; nor is there any parallel 
structure of policy mechanisms from which one can 
adduce concerns, an agenda, or the needs of policy 
and data. 

In contrast to the discipline- oriented taxonomy 
used, one could have hoped for a problem -oriented 
taxonomy such as Kermit Gordon's listing of the 
problems facing this country in the next decade: 
inflation, performance of the public sector, dis- 
tributive equality, and the inter -related questions 
of environment, energy, resource depletion, and 
economic growth. (23) Should not a volume of 
this ambition and and under OMB sponsorship have 
been more problem- oriented? For instance, the 
volume does not include any data dealing with 
the social or economic consequences of inflation. 
It could have explored, for instance, the con- 
sequences of inflation on diet patterns, con- 

sumption patterns, or on housing expenditures as 

a percentage of disposable income. 

OMB's Role 

The question must be raised as to the role of 
an indicator effort within the Office of Management 
and Budget. One can argue that OMB has an overall 
management responsibility in the federal govern- 
ment as well as a coordinative responsibility in 
multi -agency areas of interest, and thus is an 
appropriate home for an effort such as Social 
Indicators 1973 and the promised Social Indicators 
1976. In looking to the future, one hopes that 



they can overcome the dual problems of (1) data 
which are, to be charitable, somewhat out of date 
at the time of presentation, and (2) the multi- 
year gaps between the production of this series of 
volumes. Many of the data, as has been mentioned 
earlier, were three to four years out of data by 
the time the volume appeared. 

It would be interesting to know OMB's 
perspectives on why it was producing this volume- - 
was it to produce assistive measures for the policy 
mechanisms of OMB, the Executive Office of the 
President, or the Executive Branch in general? Or 
was it just a volume of some interest to an ill - 

defined someone which was published with an 

attractive cover? Might there be a special analysis 

of the Federal Budget which ties social indicators 
to a budget cross -cut? 

Whatever the motive, why was it not directly 

supported at an adequate level in the past? To 

produce Social Indicators 1973 most of the resour- 
ces were borrowed from other agencies, rather than 

supported directly. Similarly, if Social Indicators 

1976 is to appear, support for that volume will 
have to be obtained from outside of the Statisti- 
cal Policy Division of OMB. Since a social audit 

crosses the interests of all Federal government 
departments, one has to ask what can be done to 
get direct support, sufficient in level to permit 
more timely and more useful volumes? 

CONCLUSION 

As John Dewey once pointed out, the ideal to 
be sought, is not a planned society but a con- 
tinuously planning society. In such a society the 
various groups and individuals undergo a continual 
process of adjustment and readjustment, and without 

this continual adjusting and readjusting, the 

balance that produces integration and equilibrium 
will not be achieved. In a continually planning 
society there is a definite role for the production 
of summary information measures, or indicators, 
which either (a) represent qualitative social 
change, (b) measure public policies and programs 
for evaluative purposes, or (c) provide data for 
judging the effectiveness of the political process. 
Social Indicators 1973, unfortunately, attempts 
none of these. It thus contributes to a major 
problem facing the indicator movement (and indeed 
the whole of social sciences) in their attempts to 

impact on policymaking processes: the potential 
is well indicated, but delivery on the promise is 
lagging. The integration of indicators and policy - 
making must go forth, although neither can, nor 
should, dictate to the other its total content or 
rationale for existence. Policymaking is an art 
requiring "the compromise of conflicting claims 
or rival parties and groups in the interest of the 
total welfare" (24) and must not be totally 
dependant on any given set of quantitative infor- 
mation. On the other hand, indicators and their 
supporting data system have more uses than mere 
support of the efforts of a given set of policy - 
makers at a given point in time. 

In closing, I must agree with Dan Tunstall's 
comments in his June 1974 paper, that there is a 
need, not limited to OMB or the government, to 

inform Americans about the State of the Nation -- 
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not in terms of indicators selected to support 

administration policies, past, present, and future, 

but in terms of "social reporting that is as 

practical as the early censuses and as relevant 

to meeting national needs as economic reporting 

became after the depression." (25) The production 

of social information, its dissemination, and its 

use by individual citizens, by policynakers, and 
by the media which bridge the two groups should be 
an important part of any reshaping of the federal 

or any data system. If this volume can help 

trigger such considerations for expansion of the 

social information system and increased use and 

usefulness of its content, then Social Indicators 

1973 will have more than justified its publication. 
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SOCIAL SURVEY 1974 - A NORWEGIAN COMPANION TO SOCIAL INDICATORS 1973 

Petter Jakob Bjerve, Central Bureau of Statistics of Norway 

Introduction 

During the last few years a whole family of 
official and semi -official social statistical 
reports has been published. Although differing 
in detail and format these reports have important 
elements in common. They focus on groups of 
individuals or households; their main objective 
is to provide data on factors commonly assumed 
relevant to the evaluation of human welfare and 
they stress synthesis of scattered, previously 
published statistics. Special efforts have been 
made to make the reports intelligible to a large 
number of readers, both among policy- makers, 
contributors in mass communication and the 
politically and socially interested public. The 
communication of existing data rather than the 
development of new or improved social statistics 
has thus been the primary focus of these public- 
ations. 

The veteran among these reports is, of course, 

the Social Trends prepared by the Central Statist- 
ical Office of the United Kingdom. The fifth 
issue of this publication will be published this 
year. Another prominent member of the family is 
the French Données Sociales - the first edition 
of which was published by the Institut National 
de la Statistique et des Études Économiques in 
1973. A second edition is to be issued this 
year. Furthermore, the German Government has 
published Gesellschaftliche Daten 1973, and the 
Japanese Government a White Paper on National 
Life 1973. A Swedish and a Norwegian report will 
be be published later this year by the Central 
Bureau of Statistics of Sweden and Norway, 
respectively. 

This list of publications may not be exhaustive 
but indicates that the US contribution - Social 
Indicators 1973 - has many relatives and that the 
popularity of these reports is quite widespread. 
The purpose of my presentation is to inform you 
about the Norwegian report, whose English title 
will be Social Survey 1974, and to compare it 
with Social Indicators 1973 so as to provide a 
basis for evaluating the relative merits and 
limitations of the two publications. The 
comparison will be divided into three sections: 
Criteria for Selection of Statistics, Content, 
and Presentation. In conclusion, I shall make 
some observations on perspectives for future work 
in this field. 

Criteria for selection of statistics 

In Social Indicators 1973 eight major social 
areas are examined and within each of these 
several so- called social concerns have been 
identified. "The concerns have been defined and 
selected to reveal the general status of the 
entire population; to depict conditions that are, 
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or are likely to be, dealt with by national 
policies; and to encompass many of the important 
issues facing the Nation. - The concerns thus 
embody widely held basic social objectives: .... 

For each of the identified social concerns, one 
or more indicators - statistical measures of 
important aspects of the concerns - have been 
identified. .... The choice of indicators is 
based upon two main criteria: That the indicat- 
ors measure individual and family (rather than 
institutional or governmental) well -being and 
that they measure end products of, rather than 
inputs into, social systems." (Social Indicators 
1973, p. XIII.) In short, this approach to the 
selection of statistics may be characterized as 
problem- oriented, at least as contrasted with 
the Norwegian approach. 

In Norway there was also felt a need for 
principles to guide the selection of statistics 
for inclusion in our publication. We started 
with the same objective as the authors of the 
other reports listed, viz., to assemble in one 
publication the most important statistics availr 
able on individuals and households with the 
primary aim of illuminating conditions of living 
and the social structure. We tried to select 
data which large user groups would find conven- 
ient assembled in one volume, hoping thereby to 
achieve a better marketing of these statistics. 
However, how does one decide on the importance 
of individual statistics and guess the prefer- 
ences of users? To do this we needed a concept- 
ual framework. This framework can briefly be 
described as follows: 

At the beginning of a time period an individual 
or a household is in some kind of an initial 
welfare situation, defined by personal character- 
istics such as age, health, educational level, 
housing situation, type of work, family situation, 
income and wealth. In addition, this initial 
situation of the individual or household is 

defined by certain institutional and environ- 
mental characteristics, such as the existing 
social security system, tax system, and political 
system. Determined partly by these character- 
istics and partly by the activities of govern- 
mental institutions, enterprises and other 
individuals, each individual engages in various 
activities during the period such as earning, 
learning, consumption, political work and perhaps 
even criminal activities. These activities yield 
certain results and create a new situation at the 
end of the period - likewise influenced by 
governmental institutions, enterprises and other 
individuals. The statistics included in a social 

survey should illuminate the various elements in 
this picture. Thus, the approach for our 
selection of statistics is rather comprehensive, 
and the amount of data from which the selection 
had to take place is correspondingly large. 
Accordingly, the selection of statistics for the 
Norwegian publication is not restricted to direct 



indicators of welfare, but aims also at provid- 
ing data for the illumination of relationships 
and interrelationships, dependence and inter- 
dependence, of such social phenomena which 
strongly influence welfare. 

Our main criterion for choice of data within 
this frame of thought was their relevance as 
indicators of human welfare in the wide sense. 
Of course, this criterion offers no clear guide. 
In many fields we do not even have a consensus 
on what is to be considered a desirable develop- 
ment in terms of human welfare. However, we 
tried to seek advice from representatives of a 
number of potential user groups, or to 
antecipate user preferences. We also sought 
guidance in corresponding foreign publications 
available at the time. Thus, within the general 
frame of reference just described, the method of 
choice was rather pragmatic and, of course, 

dependent upon the availability of data. 

Similar to its American companion, our Social 
Survey 1974 emphasizes end products rather than 
inputs. However, within our conceptual frame- 
work the end product from one'activity is often 
the input into another - both activities being 
relevant from a welfare point of view. Recogniz- 
ing the sad fact that the end product of govern- 
mental activities is extremely hard and in some 
cases impossible to measure, we were not as 
reluctant as our American colleagues to use 
input data as substitutes for output data. 

Similar to our American colleagues, we decided 
to restrict our choice of data almost entirely 
to statistics describing objective conditions - 
data on acts and facts. This is not only due to 
the fact that information on people's attitudes 
and opinions is not as abundant in Norway as in 
the US, but also because we feel that such data 
are extremely hard to interprete from a welfare 
point of view and that it in many cases would 
require a longer and more careful presentation 
than possible in a publication of this kind. 

Finally, I like to mention that a major require- 
ment for inclusion of a statistical table or 

diagram in Social Survey 1974 was that national 
averages were available and that the distribution 
of characteristics for the total population could 
be presented. In other words, data covering only 
certain groups were, as a rule, excluded. Also 
in this respect the criterion for choice seems 
to have been about the same for the two publica- 
tions under consideration. 

It is a matter of judgement which approach is 
"best" for selection of statistics to be included 
in a publication of this kind. We found that for 
the users of such a publication in a country like 
Norway, with a mixed economy and a relatively 
highly developed public welfare system, the 
comprehensive approach chosen would most likely 
be more appropriate than a problem approach. 
This does not imply, of course, that the 

Norwegian society is without problems, or that 
these problems are not reflected in the Social 
Survey 1974. Many of the problems describable by 
statistics are covered by our publication, but 
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are presented as a part of a total which hope- 
fully provides a broad picture of the Norwegian 
society - in welfare terms. The reactions of the 
public to our publication may give us some basis 
for evaluating the degree to which this hope has 
been realized. 

Content 

Our Social Survey 1974 contains about twice as 
many tables as Social Indicators 1973. This is 

partly due to the fact that the Norwegian 
publication includes a chapter on social services 
with as many as 40 tables, whereas its American 
companion lacks such a chapter. However, also 
other chapters of the Norwegian publication 
covering almost exactly the same social areas as 
Social Indicators 1973, contain considerably more 
information than those of the American publica- 
tion. This is a consequence of the different 
approaches to the selection of data. 

There are also differences in the kind of informa- 
tion included in corresponding chapters. Some 
topics are included in Social Survey 1974 but not 
in Social Indicators 1973, and vice versa. The 
topics included in the Norwegian publication but 
not in the American are to a large extent a 
consequence of a higher concern with the activ- 
ities of government and institutions in general. 
I have already mentioned our chapter on social 
services containing data on those who receive 
benefits from the comprehensive social security 
schemes existing in Norway. Likewise, our 
inclusion of data on public consumption, member- 
ship in economic and civic organizations, and 
participation in civic activities, which are 
excluded in the American publication, reflects 
the different approaches in selecting statistics. 

Some of the topics included in the American 
publication are not relevant for Norway. As 
examples I may mention the data on health insur- 
ance coverage, such insurance being compulsory 
for all Norwegian inhabitants, and the data on 
paid vacations which by law is fixed at four weeks 
a year for all Norwegian wage- earners. Some other 
data in the American publication are simply not 
available in Norway, e.g., the data on relation- 
ship between victim and offender, on achievement 
on education tests, and on daily use of time - 
which we got too late for inclusion. Finally, 

the different approaches in selecting statistics 
also appear to have entailed inclusion in the 
American publication of some data which are 
excluded in the Norwegian. As examples I can 
mention the statistics on job satisfaction and 
statistics on satisfaction with and assessment of 
neighbourhood. 

In spite of these differences the main impression 
one receives from a comparison of the content of 
the two publications is that the topics included 
are basically the same. The differences are in 

detail and emphasis and in the total amount of 
information, rather than in the relative allocation 
of information on social areas. 



Presentation 

As statisticians we all recognize that statistics 
in its numerical reflection may make even the 
most fascinating subject boring to the un- 
initiated. We also know how easy it is to misuse 
or even lie with statistics, inadvertedly or by 
design. This poses a major communication problem 
to anyone preparing the kind of report which we 
are discussing - intended as it is for a wide 
distribution among non -experts. It seems that 

the authors of all the reports referred to have 
been aware of this problem and have tried to 
tackle it. The Norwegian method for solving the 
problem differs somewhat from the American and 
it may be worthwhile to discuss the differences 
in method of presentation. 

The organizatidn of the two publications has 
three major differences: the sequence of 
chapters; the number of sections within 
chapters; and the sequence of the verbal, 
graphical, and numerical presentation. 

The Social Survey 1974 is introduced by a chapter 
on population which is designed to provide a 
background for the subsequent chapters, hopefully 
facilitating the study of relationships between 
the social areas represented by these chapters. 
Furthermore, the chapter on crimes and criminals 
is placed towards the end instead of in the 
front, next to the health chapter, as it is in 

Social Indicators 1973. The chapters on employ- 
ment and income are placed next to each other in 
both publications, but in the opposite sequence. 
These variances seem to follow from the differ- 
ences in approach. The same applies to the 
organization within chapters. All chapters are 
divided into more sections in the Norwegian 
publication than in its American companion, 
reflecting the fact that sections of the former 
do not refer to separate social concerns but 
rather to themes. 

The authors of Social Indicators 1973 have chosen 
to present the charts and the tables in separate 
parts of each chapter, with "Technical Notes" in 
between. A few additional comments are made at 
the beginning of chapters and sections. This 
means that to find information presented on a 
particular phenomenon you may have to look at 
four different pages; e.g., on life expectancy 
at the age of 30 and 50 information is presented 
on pages 2, 3, 23, and 28. In the Norwegian 
publication, efforts have been made to locate 
both the verbal, graphical, and numerical 
presentation of a particular point as closely 
together as possible. 

Readers interested in further details on 
organization of the Social Survey 1974, as 
compared with Social Indicators 1973, are 
referred to the Appendix on: Headings of Chapters 
and Sections in Social Survey 1974 and Social 
Indicators 1973. 

The layout of Social Indicators 1973 is 
admirable. I am sad to say that we have no hope 
of reaching anywhere near to the high level of 
the American achievement in this respect. Lack of 
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resources and staff have also prevented us from 
utilizing graphical presentation to the same 
extent as in Social Indicators 1973. Naturally, 
the authors of both publications have recognized 
the need for supplementing the tables and 
diagrams by verbal presentation. However, in 

this respect there is a considerable difference 
which may deserve a more detailed description. 

In our attempts to promote the use of statistics 
in Norway, we have repeatedly found that most 
people have difficulties in extracting inform- 
ation from a statistical table. Graphical 
presentations may help, but as a rule words seem 
to be more easily understood. Surprisingly many 
of those who take interest in statistics, are 
unable to utilize the data without being led more 
or less by the hand through the table and 
explained in words what the statistics tell or do 
not tell. Therefore, aiming at making the Social 
Survey 1974 useful for a wide circle of readers, 
we deemed it necessary to supplement the tables 
with some text, restricting ourselves to pointing 
out some of the most interesting numerical 
information to be found in the tables and diagrams 
and issuing warnings against tempting and not 
quite obvious pitfalls and misinterpretations. 
This verbal presentation is made as close as 
possible to the relevant tables and diagrams. In 
addition, we have smuggled into this presentation 
some important methodological information and 
institutional information which in the American 
publication is presented in the "Technical Notes ". 
Finally, we have attempted to make references 
and cross- references to other tables, inter alia, 
to point out relationships between data to be 
found in different tables and chapters. Never- 

theless, there is no doubt that the Social Survey 
1974 represents a statistical publication with 
supplementary comments rather than a verbal 
presentation with supplementary statistics. 

The approach described above implies that there 
are no separate sections with "Technical Notes" 
in the Norwegian publication. This may be a 
disadvantage for advanced users. However, the 
Social Survey 1974 is not specially tailored for 
them, but rather for a much larger group of far 
less sophisticated users. Advanced users can 
utilize the many references that have been made 
to special publications which contain substantially 
more data as well as extensive and detailed 
technical notes. 

To indicate the difference more concretely, I 
shall quote in English a few paragraphs 
intentionally selected from some chapters of the 
Norwegian publication. 

The chapter on population is introduced by the 
following pedagogic remark: "Changes in the 
number of births - for example - determine vari- 
ations in the demand for maternal care and the 
payment of family allowances. Changes in the age 
structure of the population have consequences for 
the growth of the economically active population, 
the demand for education, and the need for homes 
for the aged. This chapter thus serves as a back- 
ground for the rest of the publication." 



A combined numerical and methodological 
commentary is made in connection to a table and 
a disgram in the section on households and 
families: "The average number of children per 
married couple has declined for a long period of 
time. The married couples in.1920 had on the 
average 4 children, while those of 1960 had 2.3 
children on the average. These figures are 
influenced by the duration of the marriages as 
the number of children tend to increase with the 
duration. However, from 1920 to 1950 the average 
number of children per married couple decreased 
for all classes of duration. From 1950 to 1960 
the number declined for all marriages of more 
than 8 -9 years' duration, but increased slightly 
on the average for marriages of a shorter 
duration." 

In the section giving a general survey of the 
health situation, we combine information on 
health with a cross -reference to related data: 
"There is not much information available on the 
number of people who have permanent or prolonged 
illness, e.g., are blind, deaf or disabled for 
other reasons. According to the Health Survey 
1968 39 per cent of those interviewed had a 
permanent illness or injury, but this includes 
even slight cases which caused no reduction in 
normal activity. In Chapter 5 on Social 
Services there is information on persons receiv- 
ing disability pensions, which gives indication 
of the incidence of permanent cases of illness 
among persons below the age of 70." 

Presenting numerical information on the level of 
education, both methodological and institutional 
information are added: "In the Population 
Censuses of 1950, 1960, and 1970, persons were 
asked to give their highest general education 
and all vocational educations. There was only 
small changes from 1950 to 1960 in the proportion 
of the population which had general education 
beyond primary school. This was partly due to 
the smallness of the relevant age groups. That 
there was no change from 1950 to 1960 in the 
proportion having vocational education, is mostly 
due to a change in definitions. In 1950 
vocational education of 5 months or more was to 
be included, whereas in 1960 the lowest time 
limit was 10 months. - The returns from the 1970 
Census show a substantial increase in the amount 
of general education beyond primary school (7 
years) in the population during the period 1960- 
1970. This must be seen in conjunction with the 
large young age groups of this period, and the 
introduction of 9-years compulsory education in 
Norway." 

The only data presented on attitudes are 
described in the following manner - in a section 
on housing environment: "About 70 per cent of 
all households (in the Housing Survey 1967) 
thought that ;.the available playground was a safe 
one for their children. About the same propor- 
tion thought it was of good quality. The street 
or the sidewalk was thought to be unsafe by about 
80 per cent of the households where the children 
only had such a playground. .... The inner 
courtyard as a playground was thought to be safe 
but of bad quality. Other types of playgrounds 
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were mostly thought to be safe and of good 
quality." 

While presenting numerical information on 
changes in the income distribution, we point out 
the potentially misleading influence of institu- 
tional factors: "Over the period 1950 -1971 
there has been a marked reduction in the relative 
differences between the average incomes in urban 
and rural municipalities. Some of this equaliza- 
tion may be due to the fact that some rural 
municipalities have become urban without being 
reclassified or that some rural municipalities 
have been merged with urban ones. This is 

clearly illustrated by the figures for the Horda- 
land and Bergen counties 1970 and 1971. Four 
municipalities which were formerly classified as 
part of Hordaland, were in 1971 classified as 
part of Bergen. This caused the average income 
of Hordaland relative to the rest of the country 
to decline substantially from 1970 to 1971, and 
that of Bergen to rise." 

In the chapter on social services we give a 
survey on general public pension and assistance 
schemes. From this I quote the following: 
"Disability assistance was introduced by law 

January 1, 1961, and now forms part of the 
National Insurance System. There is a graduated 
disability pension scheme for persons with 50 
per cent disability degree or more." From the 
numerical comments in the same chapter I quote: 
"By New Year 1967 4.1 per cent of the population 
in the age groups 18 years to 69 years received 
disability pension. The proportion was the same 
for women and for men. In 1972 this percentage 
had increased to 6.3." 

These quotations may suffice to demonstrate how 
verbal presentation of numerical information has 
been combined with comments of a pedagogic, 
methodological or institutional nature. In a 
number of cases the verbal comments merely repeat 
some of the most interesting information provided 
by a table. User reactions will show whether 
this method of presentation has promoted careful 
interpretation and extensive utilization of the 
data presented. 

Of course, we realized that commenting on data 
from a number of fields is a rather risky venture. 
In the first place, however, we abstained 
completely from explanation of the phenomena 
pointed out in the text. Secondly, we tried to 
take advantage of available expertice both inside 
and outside the Central Bureau of Statistics. 
The publication was prepared by a small project 
group within the Central Bureau of Statistics of 
Norway, but this group worked in close co- 

operation with the various subject matter divi- 
sions of the Bureau. A first draft of the manu- 
script was discussed informally with the 
specialized government agencies concerned and 
also with other experts outside the Bureau. 
Valuable information and comments were received 
and as far as possible were taken into consider- 
ation when preparing the final manuscript. 

Permit me at this point to engage in some sales 
promotion by informing you that all tables and 



diagrams (including notes) as well as the lists 
of tables and diagrams are described in English 
as well as in Norwegian. The methodological and 

technical parts of the main text are summarized 
in English. Moreover, I may mention that the 
planning of a new edition has already started. 
It will probably be published late 1976 and will 
contain the results from a number of important 
statistical investigations which now are being 
carried out. We have some reason to hope that 
for anyone being interested in the Norwegian 
society whether as such, as part of Scandinavia, 
or Europe or the World, the Social Survey 1974 

and subsequent editions of this publication will 
provide a treasury of information accessible for 
English speaking readers. 

Perspectives for the future 

As pointed out in the introduction, work on 
Social Survey 1974 was restricted to presenta- 
tion of already available data. No attempts 
were made to develop new or improved social 

statistics. However, we hoped that experience 
from the work on this publication would provide 
feedback for developmental work. Having 
completed the work on the first edition, we see 
that this hope was not quite unrealistic. 

Another hope was not fulfilled. At the outset 
we thought that one objective of this publication 
should be to describe relationships between 
social data in different areas beyond cross - 
references between chapters and tables and the 
obvious adjustments made for changes in size and 

age distribution of the population. However, 

this idea was soon abandoned as being too 
ambitious at this stage. There is no chapter 
aiming at combining data from all or several 
social areas on the basis of standard definitions, 
classifications, and definitional relationships 
similar to those underlying the national economic 
accounts. The explanation is, of course, obvious. 

As yet, we have not been able to develop a 
logical system providing a similar synthesis of 

social and demographic statistics as represented 
by the national economic accounts for economic 
statistics. 

Most of you presumably know that quite extensive 
work is going on internationally under the 
guidance of the United Nations statistical 
agencies developing a system of integrated 
social and demographic statistics which, it is 

hoped, will provide a much better basis for 
analysis of relationships and interrelationships 
than the present system. The central statistical 
agencies of a number of countries, including 
Norway, intend to make considerable efforts to 
fit social and demographic data into this system 
as soon as it is sufficiently developed. 

This developmental work will not be sufficiently 
advanced to apply fully already in our Social 
Survey 1976. Nevertheless, I hope that this 
publication can be introduced by a new chapter 
containing some tables covering all or most of 
the social areas for which Social Survey 1974 
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provides data. We have already experimented with 
some tables where a standard classification by 
age provides a link between the various statisti- 
cal areas. In these tables, the Norwegian popula- 
tion is visualized being cross-classified by age 
and by characteristics such as health, educational 
attainment, housing standard, occupation, income, 
and perhaps even criminality. However, there are 
numerous methodological difficulties and limit- 
ations involved in the construction of such 
tables, particularly if one aims at making the 
classification by welfare characteristics compre- 
hensive. 

In my opinion the most urgent progress to be 
made in the next few editions of our social 
report is the presentation of an integrating 
introductory chapter. If we succeed, the Social 

Survey 1974 will represent a first step toward 
presentation of an integrated system of social 
and demographic statistics, in a similar manner 
as the data presented in Social Indicators 1973 
are characterized as "a first step toward 
development of a more extensive social indicator 
system". 
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A p p e n d i x 

HEADINGS OF CHAPTERS AND SECTIONS IN SOCIAL SURVEY 1974 AND SOCIAL INDICATORS 1973 

(In parenthesis ( ) are added some words to further indicate the content of the sections.) 

SOCIAL SURVEY 1974 

1. POPULATION 

Size and composition of population 
Households and families 
Vital statistics 
Births 
Deaths 
Migrations 
Marriages 
Adoptions 

2. HEALTH 

Health (episodes of illness, reduction in 
activity, physical mobility, in- patients) 

Expectation of life 
Diseases 
Injuries 
Cause of death 
Mortality by marital status and occupation 
Maternal and infant mortality 
Contact with physicians and health 

institutions 
Health personnel, hospitals, pharma- 

ceuticals 
Public dental care 
Abortions 

3. EDUCATION 

Level of education in the population 
Persons educationally active 

Primary schools 
Special schools 
"Folk high schools" 
Secondary schools, upper stage 
Vocational schools and colleges 
Universities and colleges 
Adult education and popular education 

4. HOUSING 

Stock of dwellings and building of new 
dwellings 

Size of dwellings 
Equipment in the dwellings 
Environment of dwellings 
Tenure status to dwelling 
Building costs, financing 

5 EMPLOYMENT AND EMPLOYMENT CONDITIONS 

Employment (labour force, participation) 
Economically active foreigners 
Unemployment 
Working hours 
Membership in Trade unions and Employers' 

associations 
Labour conflicts, curtailment of operations, 

government measures to promote employ- 
ment 
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SOCIAL INDICATORS 1973 

8. POPULATION 

Population Growth 
Population Distribution 

1. HEALTH 

Long Life (life expectancy, death rates/ 

causes, infant mortality) 

Disability 
Long -Term Disability - Institutional 

(patients, admissions) 
Long -Term Disability - Non -Institutional 

(limited activity - chronic conditions) 
Short -Term Disability 

Access to Medical Care (health, insurance, 

expenditures) 

3. EDUCATION 

Basic Skills - Attainment (level of 
education, enrollment, graduation) 

Basic Skills - Achievement 
Higher and Continuing Education (enrollment, 

degrees earned, adult education) 

6. HOUSING 

Housing Quality 
The Housing Unit (standard) 
Living Space (crowding) 
The Neighborhood (satisfaction, assessment) 

4. EMPLOYMENT 

Employment Opportunities (unemployment, 
labor force, participation) 

Quality of Employment Life 
Job Satisfaction 
Working Conditions (earnings, hours worked, 

transportation to work, paid vacations, 
work injuries) 



SOCIAL SURVEY 1974 

6. INCOME AND CONSUMPTION 

Wages 
Income of persons (level and distribution) 
Income of households (level and 

distribution) 
Personal property 
Private consumption 
Prices 
The Public Sector 

7. SOCIAL SERVICES 

Children and parents 
Illness, rehabilitation and disability 
Assistance to old people 
Social support 
Public expenditure on social security 

8. CRIMES AND CRIMINALS 

Crimes investigated by the police 
Results of investigations 
Victims of crimes 
Self- reported crimes 
Persons charged for crimes 
Recidivism among charged persons 
Sanctions 
Recidivism among offenders 
Misdemeanours of drunkenness, Traffic 

offences 

9 PARTICIPATION IN POLITICAL, SOCIAL AND 
CULTURAL ACTIVITIES 

Participation in elections 
Correcting the list of candidates 
Votes by party 
Unpaid municipal offices 
Membership in associations and 

organizations 
Meetings and performances 
Reading and musical activities. Use of 

radio and television 
Amount and division of work in the household 
Holidays 
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SOCIAL INDICATORS 1973 

5. INCOME 

Level of Income (families) 
Distribution of Income (families) 
Expenditure of Income (consumption, wealth) 
The Low -Income Population 

2. PUBLIC SAFETY 

Safety of Life and Property from Crime 
Violent Crime (crimes, victims, offenders) 
Property Crime (crimes, victims) 
Freedom from Fear of Crime 

7. LEISURE AND RECREATION 

Leisure Time (daily use of time) 
Outdoor Recreation 
Television Viewing 



USE OF LOSS FUNCTIONS TO DETERMINE SAMPLE SIZE IN THE SOCIAL SECURITY ADMINISTRATION 

Thomas B. Jabine and Rudolph E. Schwartz, Social Secúrity Administration 

1. INTRODUCTION 

In this paper, we illustrate the determina- 
tion of optimum sample size by minimization of 
an appropriate loss function. The theory is 
straightforward and well known [3, 8]; however, 
opportunities to apply it do not appear 
frequently and examples in textbooks tend to be 
contrived. Surprisingly, the authors have 
recently found in the Social Security Adminis- 
tration (SSA) several applications of sampling 
which lend themselves to this technique. After 
a brief description of the basic idea and the 
general conditions required for its application, 
we describe in detail two applications in the 
newly enacted Supplemental Security Income (SSI) 

program. The paper concludes with a general 
discussion of some possible extensions of the 
technique, as well as some of the problems and 
limitations associated with it. 

The traditional textbook approach to the 
determination of sample size starts with the 
specification of the desired variance of a 
sample estimate of some population parameter, 
expresses this variance as a function of the 
sample size and of other population parameters 
assumed to be known, 

= f(n, 01, ...Ar) (1) 

and solves this equation to determine the 
required sample size. 

Since there are normally a large number of 
alternate sampling and estimation procedures 
available, we may establish relationships like 

(1) for several possible sample designs, solve 

each for n, and choose the design which gives 
the smallest value of n. Often, the variable 
cost attached to each sample unit differs for 
different designs. When this is the case, we 
will choose the design with the lowest variable 
cost. 

For some applications, the total budget is 
fixed. In that case, assuming that fixed costs 
and variable unit costs are known for each 
design, we will calculate the size of the sample 
that we can afford, calculate the variance from 
(1), and choose the design that minimizes the 
variance. 

This procedure leaves unanswered, however, 

the fundamental question of how to establish the 
appropriate variance requirements or budget for 
a particular survey or other investigation 
carried out by sampling. Commonly, the sampling 
technician for a project proposes certain relia- 
bility requirements, based on his experience 
with similar applications, and if the correspond- 
ing costs look reasonable to the project manager, 
he accepts these specifications. Alternatively, 
the project manager may specify the budget and 
the sampling technician will try to maximize 
reliability within that cost. 

103 

People trained in decision theory, cost - 
benefit analysis and other tools of management 
find the whole process to be rather arbitrary; 
and, as a consequence, administrators of statisti- 
cal programs often find themselves under pressure 
to develop more objective bases for allocating 
their resources among various data collection 
programs. Unfortunately for this end, no one has 
found, nor are they likely to find, any satis- 
factory way of quantifying the benefits of 
general -purpose statistical programs. We have no 

solutions to this dilemma. However, there are 

situations where a more objective approach can be 
used. These situations arise when 

1. The purpose of the sample is to obtain 

estimates of one or more population parameters 
which will be used, according to some specified 
rules, to determine an amount of money to be 
disbursed or collected. 

2. The cost of collecting and processing the 
necessary data for the sample units is known or 
can be estimated. 

3. The loss resulting from estimates which 
differ from the population parameters being 
estimated can be defined in such a way that its 
expected value is not zero. 

2. THE BASIC METHOD 

Let C = f(n) be the cost of collecting and 
processing the sample data. We will 

call this the cost function. 

n = number of units in the sample. 

Let Â = g(41 42, ..., 

be the amount to be disbursed (Â > 0) 

or collected (A < 0) by an entity, 
with 41, 42, 4s representing 

sample estimates of population para- 
meters which enter into the determi- 
nation of this amount, and 

Let L = h(Â -A) be a function representing the 
loss (or gain) to the entity when AIA, 
where A =g(Yl, Y2, ..., Ys). We will 

call this the payment error function. 

Then our loss function is 

A=E(L) + C 

If there were no constraints on the sample 
size n, we could determine its optimum i.e., the 
value that minimizes the loss function, by 
differentiating the loss function with respect to 
n and solving for n in 

Q 
an 

However, in this instance, we will introduce the 
restriction that n be an integer in the interval 

1 < n < N 

where N = number of units in the population 



from which the sample is to be 
selected 

so that in some instances the value of n which 
minimizes the loss function will have to be 
determined by other methods. 

One obvious form of the payment error 
function would be 

LI = Â - A 

However, E(L1) = 0 if Â is an unbiased 
estimate of A, and this would lead to n = 1, 

which is not very helpful. 

There are at least two ways to resolve this 
difficulty. One would be to define a function 
L2 which is always positive when AA, for 
example, a function involving IA -AI or (Â -A)2. 
This would reflect a philosophy which says there 
is always some economic loss when we err in 
estimating the amount to be disbursed or col- 
lected, regardless of the direction of the error. 
This seems like a reasonable position, but it is 
very difficult to quantify. For example, 
suppose the issue to be resolved is how much of 
the cost of a particular program is to be borne 
by the Federal and State governments, respective- 
ly. If the Federal government pays more than its 
share, and the State governments pay less, or 
vice versa, how do we evaluate the overall loss 
to the economy? This question is almost as 
difficult to answer as one requiring the quanti- 
fication of the consequences of errors in a 
general purpose statistical survey. 

A second approach is to look at the situ- 
ation from the point of view of one of the two 
parties involved, and to take the position that 
the principal concern is with losses resulting 
from errors of estimation which have unfavorable 
consequences for that party. For example, using 
the illustration from the previous paragraph, 
suppose we represent the Federal government, and 
we want to minimize losses from estimates which 
result in overpayments to the States. We may 
then define a payment error function 

L3 Â -A when A 
=0 whenA <A 

This function has a positive expected value, and 
in the important case where we can assume A to be 
normally distributed, we have 

E(L3) 
2 

where = population variance of the 
estimate A 

This is the kind of payment error function we 
have used to determine optimum sample size in 
the illustrations which follow. 

3. ILLUSTRATIONS 

We now present descriptions of two applica- 
tions of this technique in the Supplemental 
Security Income (SSI) program [2]. In the first 
one, which we call estimation of the adjusted 
payment level (APL), the cost per unit of 
obtaining and processing the data was relatively 
low, and the amounts of potential overpayments 
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were substantial. Use of the loss function 
technique led to the conclusion that there 
should be no sampling, i.e., that the calcu- 
lation of adjusted payment level should be 
based on all eligible cases. 

In the second application, which we call 
estimation of Federal fiscal liability (FFL), 
the cost per unit of obtaining data was quite 
large. Here, application of the method led to 
recommendations for sample sizes considerably 
smaller than had been proposed on other grounds. 

Application No.1 - Estimation of Adjusted 
Payment Level for the Supplemental Security 
Income Program 

The Supplemental Security Income Program 
(SSI), in effect since January 1, 1974, provides 
assistance to people with low incomes who are 
aged (65 and over), disabled or blind. Eligible 
individuals and couples receive basic Federal 

payments, the amounts depending on their living 
arrangements and on how much income, if any, 
they receive from other sources. The current 
basic payment is $146 per month for an individu- 
al living alone with no income and $219 for a 

couple. 

SSI also provides for supplementary payments 
by the States. In some cases, these payments 
are mandatory, in order to assure that persons 
who had been receiving benefits from the prior 
Federal -State assistance programs will continue 
to receive benefits at essentially the same 
level. In other cases, the supplementary pay- 
ments by the States are optional. In either 
case, the State may elect to have its supple- 
mentary payments administered by the Federal 
government. 

A provision of the SSI legislation known as 
"hold harmless" assures that no State electing 
Federal administration of its supplemental 
payments will have to spend more on this program 
than its share of the total expenditures for 
public assistance to recipients in these 
categories in calendar 1972. All costs in excess 
of this amount will be borne by the Federal 
government. 

However, in order to limit Federal liability 

under the hold harmless provision, it was 
further specified that State supplementary 
payments would be protected only to the extent 
that these payments did not exceed, on the 
average, an amount called the adjusted payment 
level (APL). The APL is defined as the average 
money payment by the State, in January 1972, to 
individuals who had no income and were living 
alone. 

In general, the States did not have avail- 
able tabulations or tape files from which they 
could readily calculate the APL, so it was 
necessary to obtain the data for eligible 
individuals (those living alone, with no income, 
in January 1972) from case folders. For States 
with small numbers of recipients this was not 
difficult, but for States with large workloads 



it appeared that locating the case folders for 

cases qualifying for inclusion in the APL calcu- 
lation, transcribing the data and making the 
calculation would be a substantial undertaking. 

This situation led to consideration of the 
possible use of sampling. Initially several 
States asked for and received permission to 
estimate APL from a sample of cases, with the 
requirement that the estimate be made with a 
standard deviation of not more than $2.50 or a 
coefficient of variation no greater than 1.5 
percent, if the latter condition permitted a 
larger standard deviation. 

Subsequently, however, concern developed 
about the possible effects of sampling error of 
the estimated APL on the size of the Federal 
liability under the hold harmless provision. It 

was at this point that the loss function 
approach was applied for the first time. 

Without going into the details of the hold 
harmless calculation, we may assert that an 
appropriate payment error function of the type 
L3 for this situation was given by: 

L3 12 W -Y) for > Y 

= 0 otherwise 
where Y = APL based on calculation includ- 

ing all eligible cases 
= estimate of Y from a simple 

random sample without replacement 
W = the program workload, i.e., the 

total number of persons currently 
receiving payments under the 
program. 

The factor of 12 was used to convert the loss to 
an annual basis, since the APL is an average 
monthly payment. We arbitrarily chose one year 
to represent the loss, even though it can in 
theory go on for an indefinite period once the 
APL is established. As will be seen, extending 
this period would not have changed our conclusion. 

Assuming the estimates from repeated 
samples to follow a normal distribution, we have 

E(L3) = 12 

N -n 1/2 = 12 

where N = number of persons eligible for 
inclusion in the APL calculation 

n = number of eligible persons in the 
sample 

aY = population standard deviation of 
the January 1972 payment level for 
eligible persons. 

In general, N «W, since W represents the entire 
current program workload, whereas N is the 
number of individuals living alone, with no 
income, in January 1972. 

Then we have for our loss function 
1/2 

9 = K( 
Nn 

) + cn 

where c = unit cost per eligible case of 
locating the case folder and 
transcribing the data 
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and K = 12 a is independent of n 
Differentiating with respect to n, we have 

-1/2 

= g (n) = - (NNñ) + c 

Keeping in mind the restriction that n be an 
integer in the interval 1 < n < N, analysis of 
g(n) shows 

4 K 
2/3 

For N < 
(c) 

g(n) is negative and uniformly 
decreasing in the interval n< N. 

Therefore, is minimized by taking 
n = N, i.e., include all eligible cases 
in the sample. 

4 K 
2/3 

2. For N = () 
g(n) = 0 at n = and is negative in 

the remainder of the interval, 

so n = is an inflection point 

and the constrained minimum for 

9 is at = N. 

2/3 
3. For N > 

3 (c) 
g(n) has its maximum at n = N. The 

equation g(n) = 0 has 2 real-roots in 
the interval 0 < n < N, one to the left 

of n = and one to the right. The 

root t 4the left is a local minimum and 
the one to the right is a local maximum. 
In order to determine the constrained 
value of n which minimizes we must 

calculate O for each of the 2 integer 
values of n surrounding the local 
minimum and for n = N and select from 
this triad the one which minimizes 9. 

In practice the approximate optimum value of 
n was easily determined by computing 9 for all 
values of n spaced at some reasonable sized 
interval, say 500, between 0 and N. 

Chart 1 illustrates the behavior of the loss 
function 9 for changing values of K. In this 

illustration, we have used fixed values 

N = 36,000 c = $10 

and allowed K to vary in the interval $10 
million to $80 million. For these values of N 
and c, we have 

4 
K-2/3 

N = (c) 

at K $44.4 million. 

For each of 6 values of K, values of the 
loss function were calculated for varying 
sample sizes, n, starting with n = 1500 and 
continuing at intervals of 750 to n = N = 36,000. 

For the first 3 values of K, all in excess 
of $44.4 million, we observe that the loss 
function decreases monotonically, and the con- 
strained minimum occurs at n = N. For K = $35 

million, there is a local minimum in the neigh- 
borhood of n = 18,750, but the constrained 

overall minimum continues to be at n = N. 



For K = $20 million and $10 million, however, 
the overall constrained minima are the local 
minima in the neighborhoods of n = 11,250 and 
n = 6,750, respectively. 

It is interesting to note that at K $34.15 
million there occurs a threshold value of K for 
which it is indifferent whether we choose n = N 
or n 18,000. For all smaller values of K, 
nopt will be the local minimum, and this will 
decrease continuously with decreasing K. 

It is also of interest to observe how nopt 
behaves if we keep K and c constant and vary N. 
Up to the threshold point, we have nopt N, so 

that nopt increases with N. Beyond this point, 
however, nopt will be the local minimum to the 

left of n = N, and we find that this decreases 
as N increases, with 

him nopt opt = 

N oo 

2/3 

Coming back to the APL application, there 
were 5 of the larger States which had initially 
estimated APL from samples. For these States, 
we had reasonably good estimates of W, the pro- 
gram workload and, from the earlier sample 
calculations, N, the number of persons eligible 
for inclusion in the APL calculation and ay, the 
variance of their January 1972 payments. 
We had only a rough idea of c, the unit cost, so 
values of A, the loss function, were calculated 
for values of c in the range $1 to $10. 

These calculations showed that nopt N for 
all States, categories (APL was estimated 
separately for aged and for disabled, including 
blind) and unit costs in the range considered. 
In other words, sampling should not be used to 
determine the APL. As a result, the APL's for 
these States estimated from samples were 
accepted only on a provisional basis, and 
arrangements were made for new calculations 
based on all eligible cases. 

Application No.2 - Determination of Federal 
Fiscal Liability to States for Errors in the 
Administration of Supplementary Payments 

Under the SSI program, 33 States and the 
District of Columbia have selected Federal 
administration of supplementary benefit payments. 
The Federal Government (SSA) determines eligi- 
bility and benefit amounts for both basic and 
supplementary payments, makes the payments and 
is reimbursed by the States for the amount of 
the supplementary payments not covered by the 
"hold harmless" provision. All administrative 
costs are borne by SSA. 

Federal fiscal liability (FFL) is the lia- 
bility which the Federal government, represented 
by SSA, has agreed to assume for excessive 
errors in making supplementary payments on behalf 
of the States. These errors are of two kinds 

Eligibility errors, which 
occur when an individual is 
incorrectly certified as 
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eligible for supplementary 
payments. 

Overpayment errors, which 
occur when an individual has 
been correctly certified as 
eligible, but the amount of 
the supplementary payment has 
been set too high. 

Errors may occur either because incorrect infor- 
mation was obtained about factors used to 
determine eligibility and benefit amounts, or 
because correct information was processed 
incorrectly. 

Errors affecting supplementary payments are 
to be identified as part of a broad quality 
assurance program, in which a sample of cases 
will be reviewed for both substantive and pro- 
cedural errors relating to the basic and /or 
supplementary payments. The reviews are ex- 
tensive, comprising an examination of materials 
in the SSI files, interviews with recipients, and 
contacts with collateral sources of information, 
such as banks and insurance companies. 

The unit cost of these reviews is high and 
the use of sampling is clearly indicated. For 

the 31 States with Federal administration of 
supplementary payments, where a primary objective 
of the sample reviews will be to determine the 
FFL, the cost -benefit approach has provided 
useful guidance in setting reasonable sample 
sizes. 

The liability determination period for FFL 
has been set at 6 months. Total liability to a 
State during a 6 -month period is estimated, using 
the results of the sample reviews, by 

A = [ye (Pe -te) ae (po -to) ao] 

where the terms are defined as follows: 

Y = total State supplementary payments 

= mean supplementary payment in the sample 

ÿe= mean supplementary payment to ineligible 
cases in the sample 

pe= proportion of ineligible cases in the 
sample 

te= tolerance limit for eligibility errors 

ae= 1 if pe > to 

= 0 otherwise 

mean overpayment of the supplementary 
payment to cases with overpayments in 
the sample 

po= proportion of cases with overpayments 
in the sample 

to= tolerance limit for overpayments 

ao= 1 ifpo>to 
= 0 otherwise 



In this case our payment error function was 
simply 

L3 =Â -A for >A 
= 0 otherwise 

where A is analogous to Â, with population 
values substituted for sample estimates. 

To simplify matters, we restricted our 
analysis to situations where the eligibility 
and overpayment error rates were substantially 
in excess of their respective tolerances 
(te .03, to = .05), so that we could let 
ae = = 1. This was a conservative approach, 
since the potential loss from overestimating A 
is clearly greatest in this range. 

With this restriction, we could assume 
estimates of A from repeated samples to be 
normally distributed so that 

E(L3) 

By the method of propagation of variances 
[4, p.585], we obtained: 

2 
a Y2 [ay ) + -te) Ye) 

-t 2 Z 2 
Y 

+ o) 
+al 

+ covariance terms] 
Y o 

where b = Ye (Pe- te) +Zo (Po-to) 

It seemed reasonable to neglect the covariance 
terms, since the variables involved are largely 
independent of each other. From our knowledge 
of the relevant population parameters, it 
appeared that would be dominated by the terms 

A 
involving ape and al 

o 
. Assuming the use of a 

simple random sample, with replacement, of n 
cases, and letting e = .8 and .4, we 

arrived at the approximation 

[.64 Pe(1 -Pe) + .16 

The overall loss function was defined as 
= E(L3) + C 

1/2 

= 64 Pe[(143e) +.16 nc 
2wn 

where c = unit cost of a case review. 

Differentiating G with respect to n, setting 
the result equal to 0 and solving for n, we 
found 1/3 

2/3 
64 Pe(1- Pe) +.16Po(1 

nopt -(2c) 2wr 

Thus, at a given level of error, the optimum 
sample size is directly proportional to the 
total amount of supplementary payments, raised 
to the two - thirds power, and inversely propor- 
tional to the cost per sample case, raised to 
the two -thirds power. 

Table 1 shows, for a unit cost c $200, the 
optimum sample sizes for various combinations of 
Y, Pe and Po. Since the average supplemental 
payments per recipient over a six -month period 
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are on the order of $400, it can be seen that 
the optimum sample size is a small fraction, 
generally less than 1 percent, of the population 
of recipients. This is in strong contrast to 
the APL application where, with a much smaller 
unit cost, the indicated solution was to include 
all eligible cases in the calculation. 

The above findings were applied directly to 
determine sample sizes for 18 States with manda- 
tory supplementation only under Federal adminis- 
tration. A minimum sample size of 100 cases 
per State was established, because we felt it 
would be difficult to persuade all parties 
involved that it made sense to estimate FFL from 
a sample any smaller than that. 

For the 13 States with mandatory and 
optional supplementation under Federal adminis- 
tration, somewhat different criteria were 
adopted, in order to be consistent with proce- 
dures currently in use to control the level of 
error by States in making payments, partly 
financed by Federal funds, under the program of 
aid to families with dependent children (AFDC). 
Nevertheless, the assigned sample sizes, with 
one or two exceptions, did not differ greatly 
from those indicated by use of the approach just 
described. 

4. DISCUSSION 

One can imagine many other applications and 
extensions of the basic method presented here. 
With respect to areas of application, any 
situation where data are needed to determine 
amounts of money to be transferred from one 
entity to another lends itself to this approach. 
In SSA, for example, when there are indications 
that a provider of services to Medicare 
enrollees may have overcharged for these services, 
there are provisions for reviewing a sample of 
cases to estimate the total extent of overcharg- 
ing and hence the amount that the provider must 
return to SSA. Present procedures for deter- 
mining sample sizes for these reviews are being 
reexamined using the technique described in this 
paper. 

There would appear to be no special diffi- 
culty in using the method for sample designs 
other than simple random sampling. For example, 
in a situation calling for stratified sampling 
to estimate a single variable, we could proceed 
as follows: 

(1) Determine optimum allocation of 
the sample for fixed n in the form 

nh =whn, 1 

where wh is a function of various 
population parameters and costs 
for the hth stratum and is 
independent of 

(2) Express the variance of A as a 
function of n and the stratum 
weights. Suppose, for example, 
that 

Â = K x 
so that = K a- 



(3) 

We have, for stratified sampling 
without replacement 

2 Sh 

(N 

which becomes, when we substitute whn 
for nh 

Nh2 2 2 1 _ E 

n h h ( 
N) Nh 

a 1/2 
hence aÂ = K ( - b) 

Solve for the optimum n in the usual 
way. In the illustration, we would 
have 1/2 

=K' - b) n c 

where K'= K (21;_)1/2 

and c 

and when we differentiate and set equal 
to 0, we find that n is the solution to 
a 4th degree equation. 

(4) Allocate the sample of size n to the 
strata using the weights wh. Since 
these weights were determined inde- 
pendently of n (within a specified 
range), we will have a solution which 
gives both the optimum sample size, n, 

for a stratified design and optimum 
allocation of the sample among the 
strata. 

Similar solutions should be possible for designs 
involving cluster and multistage sampling. 

Should we try to take into account the 
effects of nonsampling errors on the estimates 
of population parameters for use in payment or 
reimbursement formulas? This should offer no 
particular theoretical difficulty; however, in 

practical terms it would be much more difficult 
to develop a formal, predictable relationship 
between expected losses due to sampling and 
nonsampling error, and the resources expended to 
get the data. Nevertheless, for some applica- 
tions nonsampling error may dominate total error, 
and every possible effort should be made to 
consider its effects. 

What are the limitations of the cost -benefit 
technique for determining optimum sample size? 
Mostly they revolve around the difficulty of 
defining an explicit payment error function, i.e., 

the term that reflects the losses resulting from 
errors in estimating the relevant population 
parameters. The solution we have adopted is 
admittedly somewhat artificial, in that expected 
losses are based on errors in one direction only. 
It can be rationalized on the grounds that what 
we are trying to do is to protect the agency we 
represent against incurring losses which would 
expose it to the charge of failing to act in a 
prudent and responsible manner. Errors in other 
directions are considered as producing windfall 
"profits ", and these should not enter into the 
determination of the optimum design. On the 
other hand, if we consider the interests of 
society as a whole, then clearly losses can 
result from errors in either direction. However, 
the losses to society will in most cases not be 

108 

as large (assuming a value can be placed on them 
at all!) as the actual amounts of underpayment 
or overpayment. 

It can be argued that the agency, even 
when given a fairly precise dètermination of 
the optimum sample size, may not wish to invest 
its resources in exactly that way. The admini- 
strator cannot consider this particular problem 
in isolation from all others confronting him. 
His problem is more likely to be one of con- 
sidering relative opportunity costs of alterna- 
tive uses of more or less fixed resources. 
Thus, it is possible that some of the resources 
that would be needed to take care of the 
optimum sample could be applied in another 
area where the payoff was greater. This kind 
of consideration might be built into the model 
explicitly by introducing utility functions, 
i.e., = 

[E(L)] + u2[C] 

This would allow us to give different weights to 
real dollars which would have to be spent to 
collect and process the sample data, and 
expected dollars lost from errors in estimating 
the payment amount. 

Another question to be considered is the 
extent to which the concepts involved in deter- 
mining the optimum sample size by this method 
can be readily explained to those responsible 
for making decisions. In our experience, the 
idea of the expected loss, especially for a non- 
symmetric function like L3, has been somewhat 
difficult to explain. The use of tables showing 
values of the loss function and its components 
for various sample sizes and values of the rele- 
vant population parameters has been very helpful 
in providing a clearer view of the whole problem 
and the relationships of the variables. The 
general idea of applying a cost -benefit approach 
to determining sample size has been received 
enthusiastically, and we have been asked on 
various occasions why we can't apply the tech- 
nique to general -purpose statistical surveys! 

Despite the limitations we have described, 
we have found this method to be considerably 
more satisfactory than approaches used pre- 
viously for similar types of problems. Even in 
cases where the solution is not precise because 
some of the parameters needed could not be 
estimated accurately, the results still provide 
useful guidelines to a general course of action. 

FOOTNOTE 

1/ If sampling without replacement, independence 
will hold only in the range of n for which 
nh < Nh for all strata. 
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CHART 1 - Loss Function (9) for selected Values of K, with c = $10, N = 36,000 

109 

20,000 

Sample Size in) 

25,000 30,000 35,000 



8£9`SZL`T 

6TZ`LOó`Z 

O19`6£6`T 

6Z9`9TS`T 

8T0`ZZZ`T 

6£S`S90`I 

068`9Z9`1 

TZS`SLT`1 

691'616 

'T8L`Só9 

OOZ`£6Z 

OOZ`9£Z 

008'SOZ 

009'6Z1 

99ó`T 

181`T 

6Z0`T 

£Z6 

8ó9 

000`OOZ`6T 

000'000'91 

000'009'6 

000'000'8 

ST' 

L0' 

LO' 

ST' 

SO' 

Si' 

SO' 

ST' 

000`000`00T$ 

LZS`SS6 LOT`6LS T8S ST' 

TTZ`L80`T £T6`69L 008`£6 69ó 000`OOZ`T LO' S0' 000`000`OS $ 

LZL`óIS ZZZ 000'009'T TZ' ST' 

S8S`i9ó SOi`86i 008`6£ 661 000'096 ST' OF 

616`1L£ 9L£`£9Z ZZ9`6S1 000`Z£ 091 LO' 000`000`0T $ 

8£6`OTT T9S`8L £T9`Ló 009'6 8ó 000'091 ST' 

OSó`OL L69`Zó 009`8 000'96 ST' OF 

6S1`08 S9L'9S 008`9 LO' SO' 000'000'T $ 

66 S6 u o ;dou V °d ad 

BuTMaTAaa 
pus azis 

aq 4ou 

(L) (9) (S) (ó) (£) (T) (6) (8) 

= D 

('Idd) 

- T 



OPTIMAL AND PROXIMAL MULTIPURPOSE ALLOCATION 

Leslie Kish, The University of Michigan 

1. BASIC DEFINITIONS AND AIMS 

In the literature of survey sampling diverse 
problems of optimal allocation are treated sepa- 
rately. Yet they can usefully be viewed as dis- 
tinct examples of the same simple expressions for 
the total variance and cost of the sample statis- 
tic ÿ: 

Var(y) = V + V 
o 

EV /m. + V 
o 

(1.1) 

and Cost(y) = C + C 
o 

= + C_ . (1.2) 

These linear forms occur in stratified, mul- 
tistage and multiphase sampling, and other rela- 
ted techniques. Of several applications in Sec- 
tion 7, consider two specific examples. (a) For 
a stratified sample of elements the variance of 
the mean = EWiyi is: 

Vary) = 
2 

/ml 
- 

where and S2 are respectively the sam- 
ple and population sizes, weights and element var- 
iances of the ith stratum. The first term, V, 
depends on the allocation of the m.; the second, 
V does not. (b) For two -stage random sub - 
selection of b from B elements from each of a 
random selections of A clusters, the variance of 
the mean is: 

Vary) = (1 - a /A)S /a + (1 - b /ab 

= /a + S/ab - /A. 

Here Su = - S2/E; V comprises the first two 

terms, with a and ab; the last term 
2 

-Sa /A = Vo does not depend on the mi. The cost is 

caa + cbab + Co. 

Definitions and restrictions seem desirable 
here. 

(1) The statistic denotes an estimate of 
a mean or of an aggregate. Possible extensions to 
other estimates are not attempted here. 

(2) The ith component of the variance, 

Vi /mi, denotes a constant Vi in the design, a 

unit variance, divided by the number of sam- 
pling units for that component. We prefer V2 to 
V 
i 

to denote unit variances that are commonly 
dfined with squared values. 

(3) The ith component of cost, cirri, denotes 

the unit cost ci multiplied by the same number mi 

of units as in (2). 
(4) Components may refer to strata or stages 

or phases of sampling: generality is the essence 
of our approach. Components here represent 

* Support from the National Science Foundation 
grant 3191X and suggestions from several col- 
leagues were gratefully received. Curtailed 
version of contribution to JRSS(A) 1975, 
which includes the references. 
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additive sources of variation and cost. 

(5) The constants and c are par- 
ameters for which values are assud or guessed 
for numerical solutions of allocation problems. 

We take Vi>O and V (hence Vi and ci) for al- 

locating the mi. For nontrivality two pairs at 

least of the Vi and ci should be positive. 

Negative values of Vi may be encountered, as 

with above; we then redefine the problem to 

facilitate a practical solution; for an example 
see Section 7C. 

(6) The constants Vo and Co do not affect 

optimal allocations of the mi; their effects on 

losses in proximal allocation are shown in 
Section 3. Co is nonnegative, but V 

o 
is often 

negative, as above. 
(7) For practical values of mi we want 

positive integers. Also 0 <mi <Mi, where Mi 

denotes the number of units in the population for 
the component; and mi >2 for computing variance 

components. Frequently allocation formulas 

yield some optimal values of mi >Mi; when these 

are reset to mi = Mi the other optimal values of 

mi <Mi can be recomputed with (5.4 - 5.5). 

(8) It would seem more realistic to guess 

distributions for Vi and c1,rather than single 

values, and a Bayesian treatment of design will 
probably be worthwhile. But that is beyond our 
scope here, and I dread a complex procedure out 
of the reach of survey practitioners. Further- 
more, its relative losses would probably not 
differ much from ours, because losses are in- 
sensitive to moderate departures from the 
guesses. 

(9) In some applications, especially for 

some stratified samples, differences between 
the are disregarded. Hence, the cost con - 

straint becomes C/c = m = Then the 

should be omitted from the allocation formulas. 
Instead of Co use Co /c, where c is a common 

(average) unit cost. 

(10) This last point calls attention to 

the dimensional (unit) homogeneity of all the 
formulas. * 

To find optimal values °Vi for 
the mi we minimize the product 

VC (EVi /mi) (Ecmi) (1.3) 

when either V or C is fixed at Vf or Cf. This 

results in the same optimal values as 

Vary) x Costly) (V + Vo) (C + Co), 



because in (V + Vo)Cf or in Vf(C + Co) the second 

terms are unaffected by optimal allocation; their 
effects on proxima are more easily treated separ- 

ately (Section 3). To use the product VC rather 
than some other function seems reasonable: An 
increase (or decrease) in cost by some factor 
should be equivalent to a decrease (or increase) 
in variance by the same factor. The product form 
leads directly to expressions for loss functions 
(1 + L) and relative losses (L) that are our goals 
here. For brevity I use "loss" for L that repre- 
sents relative increase of variance or cost, 
without limits. 

Our principal aim goes beyond optimization 
of linear forms, to a simple and coherent treat- 
ment of their proximization. We provide conven- 
ient forms, in terms of useful parameters, for 
relative losses incurred by proxima achieved with 
proximal allocations. 

For statisticians "The perfect is the enemy 
of the good" (proximized from Voltaire). Con- 
flict appears frequently; optimization for one 
convenient variable often usurps the place of 
proximization for multipurpose allocation. Proxi- 
mal methods are seen to be particularly adaptable 
to multipurpose allocation in Sections 6 and 7F, 

and fulfill our second aim. 

Third, we also present Section 5, a compact, 
simple and general formulation of optimal alloca- 
tions for diverse sampling methods. Instead of 
solving each separately, we merely substitute ap- 
propriate symbols for the optimal values 

/11E-. This is obtained with the simple 
Cauchy inequality. This unified and simple treat- 
ment has heuristic and pedagogic merit. Applica- 
tions in Section 7 cover the diversity of sampling 
methods. Sections 2 and 3 develop methods of 
proximization, and Section 4 contains convenient 
tables for relative losses L. 

2. GENERAL FORMULATION 

Our principal result (2.3) expresses the 

relative loss (L) in two parameters: Ui, the rela- 

tive "sizes" of the components; and 

the relative departures of the sample sizes from 
optimal allocations mi. First (2.1), the product 

.VC to be minimized is divided by (EV )2; this 
ratio will be shown to have minimal toptimal) 
value of 1. It expresses the relative loss L. for 

any allocation of the mi ( >0), by compensating for 

the units of measurement of the and c1. Next 

(2.2) the m 
i 

are stated in terms of relative de- 
* 

partures kiami /mi from their optimal values mi; 

these will be shown to be i. Hence we 

substitute Vi to obtain (2.2); the fac- 

tors of proportionality cancel. Finally (2.3) for 
generality and brevity we substitute the relative 

"sizes" U1 = Vi /EV1 i. 
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1 + L VC/(EVici)2 (EVi/mi) (Ecimi)/(EVii)2 

(2.1) 

(EVii /(EVii)2 (2.2) 

= (EUi /ki), (2.3) 

where U. = V're-/EV i and We 

take the k. and to be positive and finite. 

We have U. 1; and we may also use any conven- 

ient if we divide by Note that we 

need only the relative -values of k., and we can 
use with A any positive and finite constant. 
Furthermore, the form of (2.3) shows that the ki 
may be replaced by their reciprocals; they may 
refer to ratios of oversampling, as well as 
undersampling. With this flexibility we can use 
min(ki) = 1, as we do in Table 4.1 for conven- 
ience. 

The minimal value of 1 for (2.3) is obtainer 
with all Ki = k* equal. This may appear obvious 
or seen with the Lagrange Identity in (5.1). 

Examples may be useful here. 
(a) Consider the variance of the mean 

for two strata where W1 = 0.2, W2 = 0.8, S2 = 

S 2, and = =c. Then Ui = 

and U 
i 
:U 

2 
1 :4. 

This implies (5.3) that optimal allocation of 
sample sizes should be in the ratio of stratum 
sizes Wi, hence m2 = samples of equal 

sizes, m2, are taken, this implies a depar- 

ture factor of 4; we can use simply 1 and 

k 4. The consequent relative loss L would be 
given by (2.3) as 1 + L = (0.2.1 + 0.8.1/4) 
(0.2.1 + 0.8.4) 1.360. 

(b) To illustrate the effect of the Ui on the 

loss L: suppose now Si = 4S2, and 4c2. 

Since S1 /c1 S2 /c2, optimal allocation is 

still 1:4. But now = 

hence U1 = U2 = 0.5. Therefore the relative 

loss L from equal sample sizes now would be 
given by 1 + L 

(0.5.1 + 0.5.1/4)(0.5.1 + 0.5.4) = 1.5625. 

(c) To illustrate a conflict in allocation: 

suppose that as in (a) S2 and = c2, but 

that now we want to minimize the variance of the 

difference of means (51 - 52). Now U1 = U2 = 

0.5. Optimal allocation is at = m2. Depar- 

ture from this in the ratio 1:4 to satisfy (a) 

would result in 1 + L = 

(0.5.1 + 0.5.4)(0.5.1 + 0.5.1/4) = 1.5625. 



Note that these answers can also be found in 
Table 4.1 in column K = 4 for relative depar- 

based on 

tures. The size U of one component is 0.2 for 
(a), and 0.5 for both (b) and (c), in the top 
two rows. Results for (a) and (c) illustrate 
common conflicts between totals and domains, 
treated in Section 7F, and in Table 7.2A. 

The weights U are convenient for design; 

population parameters, we may call them 
population weights. However, when dealing with 
sample results it may be more convenient to use 
sample weights, based on sample sizes: 
u. = U./k.. Then (2.3) may be written as: 

1 L (£iii) 

= 1 + (£uik (2) = 1 + 

= 1 + £ui(ki /k - 1)2 

= 1 + E(ki /k - 1)2 mici /£mici. 

(2.4) 

(2.5) 

(2.6) 

(2.7) 

is the relative variance of the ki with 

sample weights ui around their mean = Euiki 

= 1 /Eu. Here larger ki >1 represent larger weights 

to compensate for undersampling proportionately to 
their reciprocals. The = /ki are proportion- 

al to because the Ui = 

3. ON PROXIMAL ALLOCATION 

Extreme departures from optimal values of m. 
can result in large relative losses measured in 
either cost or variance. However, small or even 
moderate departures from the optimal lead only 
to negligible or small relative losses. These 
vague precepts of practicing statisticians are 
given formal and practical expressions (2.4 - 2.7) 

in terms of the relative loss (L) compared to op- 
timal allocation. 

When the frequencies for the are given or 
estimated in sample proportions u., then (2.5 - 

2.7) yield readily the loss L in terms of the rel- 
variance of the ki values. One of these for- 

mulas may be most convenient for judging the 
losses from actual sample results. 

However, for comparing designs of planned 
samples the frequencies may be more conveniently 
stated in terms of the population weights U.. 
Formula (2.3) can be readily computed for moderate 

numbers of components. Furthermore, the simple 
models of Table often give instant answers 
for approximate distributions. I have often found 
these answers close and adequate for planning 
designs. 

Computations of the relative loss L in our 
formulas and tables take account of the factors V 
and C in the minimized function VC, but they neg- 
lect the constant Vo or Co in the total variance 

and cost (1.1 and 1.2). However this neglect may 
be corrected with translations of L into L' that 

does take into account the constant factors V 
and Co. If Vmin is the optimal V for fixed Cf 

then the ratio of the attained proximal variance 
to the optimal variance is 
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(1 

V +V = 1 + L /(1 +Vo /Vmin)= 1 + L'. 
min o 

(3.1) 

Thus the adjusted actual relative loss L' differs 
from that indicated by L; since V is often nega- 
tive, L' can be somewhat greater &han L. For a 

Cmin 
found for a fixed Vf, the adjusted relative 

loss may be somewhat less than L, due to a 
positive Co in 

L' = L/(1 + Co/Cmin) (3.2) 

4. TABLES OF LOSSES FOR MODEL DISTRIBUTIONS 

For a variety of simple models we can give 
instant answers about expected losses. Actual 
population distributions can usually be matched 
against one of these models so as to provide use- 
ful approximations of the expected losses. 

The losses are given in terms of departures 
ki from optimal allocations for the relative 
weights U. in the models, and the ki range from 

hin(ki) 1 to max(k ) = K. The simplest model 

consists of two components U and (1 -U), where the 
relative departures from optimal sample sizes are 
in the ratio ki :k2 = 1:K. The loss for two com- 
ponents may be expressed (7.4) as 

L = U(1- U)(K- 1)2 /K. (4.1) 

The dichotomous models represent maximal 
Losses for ranges of departure fixed at 1 to K. 
Thus losses for large values of K are much 
greater in the top three rows of Table 4.1 than 
further down where five other models are shown. 

The five models represent diverse frequen- 
cy distributions for the population weights U.; 
and for each model both discrete and continuous 
versions are shown. In the discrete versions the 
relative departures ki take K integral values 

from 1 to K, and the relative weights Ui are 

concentrated at those values. In continuous ver- 
sions the departures ki and relative weights Ui 

vary continuously from 1 to K. Frequencies are 
divided by their sums to produce relative fre- 
quencies U4. 

Noteithat the loss L is both very small and 
uniform for all models for small K; for 
K = 1.3 Ld = .017 and Lc .006, and for 

K = 1.5 Ld = .04 and Lc = .014. (Note that for 

Ld the k. take only two values 1 and K = 1.3 or 

1.5). From K = 2 to about K = 5 the losses are 
moderate and fairly similar for the five models. 
The L are lower than the Ld, though in an 
irreglar ratio. Below K = 10 we can make fairly 
good guesses about L just from the range 1 to K, 
without knowing much about the U. -- if this is 
not dichotomous or U- shaped. 

However beyond K = 10 the losses L increase 
and diverge. Three of the models show rather 
similar losses, but for the model k, the 

losses are much larger. And this model may often 
resemble actual frequencies. The fifth has much 
lower losses, but it is not realistic, I think. 



Table 4.1 Relative Losses (L) for 6 Models of Population Weights (114); for Discrete and 
Continuous (Lr) Weights: for Relative Departures (ki) in Range from 1 to-K. 

Models 1.3 1.5 2 3 4 5 10 20 50 100 500 1000 

Dichotomous U(1 -U) 
(0.5)(0.5) 
(0.2)(0.8) 

(0.1)(0.9) 

Rectangular Ld 

Linear Decrease, 

Ui K+1 -k c 

Hyperbolic Dec% Ld 

Ui 1 /ki 

Quadratic Deer. 

1 
/k2 

Lc 

Linea. 1ncriase 

Ui 

.017 

.011 

.006 

.017* 

.006 

.017* 

.006 

.017* 

.006 

.016* 

.006 

.01i* 

.006 

.042 

.027 

.015 

.042* 

.014 

.040* 

.014 

.040* 

.014 

.036* 

.014 

.040v 

.013 

.125 

.080 

.045 

.125* 

.040 

.ill* 

.040 

.111* 

.041 

.0 

.040 

.111* 

.037 

.333 

.213 

.120 

.222 

.099 

.203 

.097 

.215 

.103 

.150 

.099 

.167 

.003 

.562 

.360 

.202 

.302 

.155 

.283 

.153 

.3]2 

.171 

.2]] 

.155 

.200 

.120 

.800 

.512 

.288 

.370 

.207 

.353 

.205 

.404 

.235 

.264 

.207 

.222 

.148 

2.025 

1.296 
.729- 

.611 

.407 

.616 

.409 

.807 

.528 

.460 

.407 

.273 

.223 

4.512 
2.888 
1.624 

.889 

.656 

.940 

.630 

1.466 
1.011 

.696 

.656 

12.005 
7.683 
4.322 

1.2 °5 

1.036 

1.437 

1.127 

3.014 
2.138 

7.048 

1.036 

.320 

.:308 

24.50 124.5 
15.68 
8.82 

1.620 
1.349 

1.917 
1.514 

5.076 
3.C21 

1.333 

1.349 

.327 

.37_0 

79.7 

44.8 

2.403 
2.120 

2.879 
2.507 

16.802 
11.998 

2.026 
2.120 

0.330 
0.331 

249.5 

159.7 
89.8 

2.746 
2.461 

3.333 
2.956 

28.342 
19.915 

2.331 
2.461 

0.333 
0.332 

Dichotomous 1 + L 1 + U(1- U)(K -1)2 /K 

Discrete 1 + Ld = (EUiki)(EUi /ki), with ki = 1,2,3,...K 

Continuous 1 + Lc .Uk.dk.f(U /k)dk, with 1 < k < K. 

Only 2 Values, 1 and K, were used for Ld for K = 1.3, 1.5 and 2 

From the models one can also make conjec- 
tures about actual distributions that differ 
somewhat from them. For example, a rectangular 
distribution for integral values of ki from 1 to 

5 has Ld = 0.370; more than 5 values evenly 

spaced within the same range to 1 to 5 would have 
a loss between that value and the continuous loss 
L .207. On the other hand for only three 
values of ki from 1 to 5 and 1/3, the loss 

(actually 0.533) is above 0.370, but below the di- 
chotomous value of 0.800 in Table 4.1. 

When sample weights ui = Ui /ki seem more 

convenient, the relative loss L may be estimated 
by the relvariance of the ki with weights ui 
(2.7). Formulas and tables can be constructed for 
such relvariancrs, if we begin with the means M 
and variances a of convenient distributions from 
0 to 1 [Kish, 1965, p.262]. To obtain the relvar- 
iances those variances are multiplied by the 

(range)2 = - 1)2 and divided by the new 

(mean)2 = [M(K - 1) + 1]2; thus C2 - 1)2/ 
[M(K - 1) + 112. 

5. ON OPTIMAL ALLOCATION 

The Lagrange identity is a basic tool of 
great utility, and it may be stated here simply. 
Assume xi and y4(i 1,2,...n) finite and real; 
but here we need only nonnegative values. Then 

(rxi)(Eyi) = Ex! + E xi 
i 

= Ex. 
yi 

+ E E xiyix.y 
j J 
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= 
(5.1) 

The second term has a minimum of 0, when 
yi = Fx, F constant. The first term alone is the 

lower bound of the Cauchy - Schwartz inequality. 

If we take in (5.1) xi = r(Ui /ki and 

yi = = kixi we now rewrite (2.3) as 

1 + L (EUiki)(EUiki) EyiExi 

1 + E kiki (ki - k ) 
2 

, 

i 

with (Exiyi)2 (EUi)2 = 1. The minimal value is 

1, when the second term is 0, because all ki are 
equal. 

Now let xi /mi) and (cimi), with 

i<j 
(5.1') 

Vi and c as assumed parameters and m as var- 

iables (all > 0). The minimal value of 

VC = (EVi (EVici)2; 

(5.2) 
a Cauchy - Schwartz inequality is obtained when 

= /mi) . 

Then 
/moi (5.3) 

are the optimal values of the mi that obtain the 

minimal VC = (EVi i)2. (5.3') 



The constant F can be determined from 
either Cf or Vf fixed. With Cf = Ecimi = FEVi 

uses F = Cf /EVi i. For Vf = EVi /mi note 

that Vi 
= 

FVi 
/mi 

and EVi 
FVf' 

hence F (EVi 
/Vf. 

6. MULTIPURPOSE ALLOCATION 

Sample surveys are typically multipurpose 
in nature, and it seems imperative to extend the 
methods of allocation to multipurpose designs. 
For lack of these methods univariate allocation 
dominates our literature and theory of sampling; 
practical work is also affected, but less often. 
The methods for optimization and proximization 
developed here seem particularly adaptabl to 

multipurpose design. The general form EV1 /mi 
for variances can serve well the many purposes 
of a sample survey; for the gth purpose the var- 
iance will be denoted by /m.. 

The many purposes o a single survey may 
have several sources. (1) A single variable 
may result in several statistics; e.g. the mean 
and median of incomes can benefit from different 
allocations [Kish, 1961]. (2) Most surveys ob- 
tain results for several variables on a single 
subject. (3) Furthermore, some surveys are 
multisubject in character; e.g. with economic, 
demographic, social variables. (4) Results for 
subclasses and for their comparisons may be as 
important as results based on the entire sample. 
Designs for subclasses often point to different 
designs and allocations than those for the entire 
sample. (5) The common but neglected conflict 
between designs for comparisons between domain 
means and for the combined mean for the entire 
sample is developed in Section 7F. 

Su2pose a sample is allocated optimally for 
variate y' with m' proportional to Vi/ , but op- 
timal allocation tor another variate y would be 

The loss incurred for can be mea- 
sured with the departures ki mi = 

(Vi /Vi)( and with weights = 

/EV in formula (2.3). We are mostly 

concerned with allocation of the m within one 
survey sample, so that = Then the loss 

function for due to optimization for ÿ' may be 
represented by 

1+ L (mi) (6.1) 

V 
2 

EVi EVi 

This may be regarded as the relvariance of k = 
Vi /Vi with weights u = Viii (2.7). 

Often the 

cost factors are constant or disregarded, and (6.1) 

has a particularly simple form 

L(mi) = E(Vi /EVi)2 /(Vi /EVi (6.1') 

If the mi allocated for one survey with 

are used for another with then we rewrite 
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(6.1), with in place of Vi, as 

1 + L(mi) =(EVi ) /(EViC1)2.(6.2) 

Now consider a loss function for several 
variates indexed with g(= 1, 2, 3...). The loss 
function, for a fixed cost Cf = Ecimi, may be ex- 

pressed for each as 

1 + L = (EVg2 /mi) 

where the denominator denotes the minimal var- 
iance attainable and computed for the gth var - 
iate. Assign the weights Ig (EIg = 1) to de- 

note the relative importance of the lost pre- 
cision on the gth variate. Then consider the 
total expected loss as a linear function of the 
quadratic loss functions (for a fixed set of mi) 

of the variances 

1 + L(mi) = EI (1 + L) = 1 + 
. 

= EI Vgi/mi 

g Vgmin 

V 
g gmin i 

(6.3) 

where = EI V 2/V in Changing the order of 

summation permits defining this ith component 
that can be computed. For the multipurpose 
joint allocation we may compute (5.3) the 

** 
optimal = f and (6.4) i EZc 

1 + L(mi) = 
Vmin 

(EZi 
)2Af 

(6.5) 

From the multipurpose optimal allocations 
m we may compute the loss function 1 * *) 

for the gth variate considered separately. For 
each of these we can use (6.1) with Vi = V 

V' = Zi, kgi = 
Vgi 

/Zi and Ugi V 
gi Vi /EVgi 

These may be averaged with the weights I to ob- 
tain the oint loss function (6.3) of g 
1 + L(mi* * ) with the multipurpose optimal allo- 
cations m 

This, however, may be obtained more 
directly from (6.4) or (6.5). Thus 

Z 
2 

+ L(mi *) = > = (iZi i)2 /Cf 

2 2 

4E 
C f g gmin . 

When we accept (from 5.2) 
n 

=(EVgi )2 we obtain a simpler form, 

(6.6) 



because 
= (Vgi /EVgiIi)2 

Thus the jointly determined minimal loss func- 
tion becomes 

1 + L(mi *) _ 
i 

U 

The minimal and optimal values may be un- 
obtainable, due chiefly to the constraints 

< (Section 5). In that case the above loss 

function overestimates the losses incurred over 
obtainable values of Note also that using 

these leads to Z i EI U 2] -f hence to 

g g 

** 
. Cf . 

optimal (m ) 
i E[EIgUgi] 

(6.7) 

g 

These can be seen applied in 7F to the im- 
portant and frequent conflict between allocations 
for weighted totals and comparisons of domains. 
Two examples are shown in Table 7.2. Note in 
the last column of 7.2B how encouragingly insen- 
sitive are the values of (6.8) for moderate dif- 
ferences in the assignments of 

The weighted mean of relative quadratic 
losses (6.3) is a modified version of a function 
proposed by Dalenius (1957, Ch.9). Another ver- 
sion (Yates, 1960, Cochran, 1963) uses 

the weighted average of variances. 

Our (6.3) can be easily adapted by using 

T2 = Ely i instead of Z2; in this formulation 

g 
the weights Ig = Ig /Vgmin include the minimal 

variances. This may appear simpler, but it is 
less explicit. 

The optimal allocation of / can 
also be obtained with Lagrange Multipliers ap- 
plied to the function 

F(mi) 
Vgi /miVpmin 

(6.9) 
+ ÀEc.m. 

(6.8) 

With Lagrange Multipliers we also investi- 
gatedtwo other loss functions: the product, 

11(1 + and the sum of the relative precisions, 

[E(1 + Lg) -1] -1. But the results seem 

less crucial than good choices for the weights Ig 
of relative importance. 

Our methods here aim to minimize the first 
term of V + Vo for fixed In situations where 

Vo is considerable, the actual loss should be 

modified to L' = L /(1 + Vo n), as noted in 

Section 3. Furthermore, I consider fixing Cf 

more practical than trying to fix values for a 
set of Vg and then to minimize This problem 
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seems to have been solved with "convex program- 
ming" on several separate occasions, [Srikantan, 

196 ?, and Huddleston, 1970, were not the first]; 
but I do not find this approach useful. 

7. Var(i) = EVi /mi + Vo IN SEVERAL APPLICATIONS 

A) Stratified Sampling: Vi = WiSi 

opt WiSi 
Mi p i 

B) Multistage Random Selection of Equal Clusters: 

2 stages - /B Sá 

a + A 

S 
2 

opt b* 
Sb 

) c Sb 

=a,m2_ ab, m3=abc 

3 stages S2 - 
82,B 

Sb S S 
a + ab abc 

C) Two -Phase Sampling: Cost = Ecimi + + Co 

for Stratification: 

E(WiSi)2 EW( - )2 
E 
(W S )2 EWh(i - 

EMi 

(EWiSi)2 /Emi + EWi(i )2 when 
miaWiSi 

for Regression: S2(1 - R2) + R2S2 
Emi 

D) Subsampling (1-P)m/k of Nonresponses: 

Cost (co/P + c)Pm + cq(1-P)m/k 

(1 - P)2S2 

Pm (1 - P)m/k 

q 
1/2 

opt k 
o/P + c 

E) Weights in Estimation: EWi = EWi = 1 

V2 = opt /ai 
Vmin = 

1 /El 

1 + L = V2 = EWi 
/Wi 

L = EWi - 1)2 

Wi 



7F. Allocation Conflict Between Totals and 
Independent Domains 

Serious conflict often exists between re- 
ducing the variance for the combined mean 

and equal precision desired for the means of H 

independent domains that differ greatly in rela- 
tive sizes = 1). The domains may be the 

regions or provinces of a country, etc. This com- 
mon example of multipurpose allocation deserves 
special attention. 

The combined mean variance Vc = /mi is 

minimal when the optimal . However 

mdi 
i 

are optimal for obtaining equal pre- 

cision for each of the H domain means; also to 
obtain equal precision for the -1)/2 possible 
comparisons of domain means. Thus we can denote 
an average domain variance 

Vd (ESi /mi) /H2 for the variance of /H. The 

conflict between the purposes is represented in 
the above two optimal values for mi by the pres- 

ence of the weights Wi for the combined mean, 

their absence for the domain means. Thus the 
loss function (2.3) for the combined mean, due 

to allocation mi 
i 

has the departures 

kci mi /mi = Wi, and the weights 

The loss function for the average domain means, 

due to allocations S1/ has the depar- 

tures kdi 1 and the weights UdiSi 
To see clearly the effects of variation 

in the domain sizes Wi, we make some simplifying 
assumptions that are often approximated in 
practical situations. Assume that the Si incor- 

porate the effects of complex designs, and that 
they are constant across domains, as are the ci. 

Further,, suppose that m* <M in all domains. We 

shall also neglect effects of the constants Vo 
and Co on the loss functions. 

Under these conditions we may omit, for 
brevity, the constants S2 and c from the formules, 
and we Allocate the total sample size m = Emi 

among the domains. For the optimal 

mi mWi, with departures kci mi /mi mWi /mi 

and weights Uci = Wi, the loss function 1 + Lc 

= m£Wi /mi is minimal at mVcmin 1. 

For /H the optimal mdi m /H, weights Udi 
= 

1 /H, with departures kdi m and the loss 

function 1 + Ld /mi the minimal at 

1 also. 

In Table 7.1 for loss functions (1 + Lc) 

the minimal value 1 appears with miWi 
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for EWiyi, and with /H for Eyi /H. The other 

allocations produce relative losses (L >0) that 

increase with diversity among the relative sizes 

and C2 denotes their relative variance, 

H2Var(Wi). 

Jointly for the two purposes, we can find 

optimal allocation and the loss function with 

(6.3).. For any allocation mi, the joint loss 

function is 

1 + L (mi) = IcmEWi/mi + 2E1/mi 

= mE 
+ /mi 

= mH [IcDi + Id]/mi 

= mN 2E[IcNi IdN2]/mí 
i 

= mit2 /mi. (7.23) 

Here <Ic <1 is the relative importance for the 

combined mean variance and Id = 1 - for the 

mean domain variance. We may find it convenient 

to use D = HWi with mean = 1, or Ni 

when these denote domain sizes. 
We find the joint optimal allocations 

mi mti /Eti where the 

ti = + IdH 2) = (IcDi + Id) /H 

= + IdÑ2) /N. 

** 
The mi may be found simply with (5.3) but also 

as an illustration of (6.8). 
The multipurpose allocation mi can also 

be shown (5.2) to produce the multipurpose mini- 

mal variance 

Vmin (Eti)2/m. 
(7.24) 

When we use the multipurpose optimal 

m 
i 

* 
we can determine the loss functions 

(1 + incurred for the variances of and 

/H; we use (6.1) or (6.2) with 

/ti 

and k 
di /Vial 

/Hti respectively. 

These (1 + L) are shown on the bottom row of 
Table 7.1. The last column shows the effects of 

the three different allocations on the joint 
multipurpose loss function 1 + Lj(mi). 

Two numerical problems illustrate the 

method in Table 7.2. In A, for two domains 

having sizes W1 /W9 = 4:1 are shown the loss func- 

tions for three purposes --- total, domain and 

joint - -- under diverse allocations. In B the 

method is applied to the 133 countries of the 

world, omitting the four largest, over 200 

millions, and a few smallest, under 0.2 millions. 

Including them would be more dramatic but less 

realistic. 



Conflict of Combined Mean (EWiyi) and Average Domain Mean /H) 

(Si and ci are assumed constant and omitted.) 

Table 7.1 Loss Function (1 + L) for the Combined Mean, for the Average Domain Mean, and 
for a Weighted Joint Function. 

Note t = -(I cWi + IdH 2) = r(IcD2 + Id) /H 

(1 + L) = mV2 

Loss Functions 

mEW12/mi 

(1 + L)for 

IcEWiÿi + IdEyi/H 

mEti2/mi 

Allocation of 

m/H 

mti/Eti 

1 

= + Cw2 

(Ewi2/ti)(Eti) 

2E1/Wi 

1 

H-2(E1/ti)(Eti) 

Ic + 

IcHEWi + Id 1 

(Eti)2 

Table 7.2 Loss Functioned (1 + L) for Two Populations 

(A) 

(1 + L) 

Allocations mj EyiJ2 Joint 

1(1 + L) for 133 countries: 0.2 to 100 mm 

/133 1:1 /Id 

mW 

m/li 

2+H 2) 

+ H-2) 

+ H-2) 

2) 

1 1.56 1.28 

1.36 1 1.18 

1.08 1.125 1.102 

1.116 1.080 1.098 

1 6.86 

3.34 1 

1.35 1.54 

1.31 1.28 

1.47 1.17 

1.20 1.44 

1.12 1.66 

3.93 

2.17 

1.44 

1.295 

(1.32) 1.27 

(1.32) 1.28 

(1.39) 1.23 

In (A) there are two strata and domains (W1 0.8 and W2 0.2); note that the alloca- 

tion does almost as well for the joint loss as the optimal. 

In (B) we have the populations of 133 countries, ranging in size from 0.2 to over 100 

millions, a range of 500 in relative sizes. From this problem of allocation (for the World 

Fertility Survey) we omitted, for practical reasons, the four largest countries and a few 
under 0.2 millions. Their inclusion would raise the variance of relative sizes, Wi, from 
2.5 to 12, and would make the results more dramatic. Note that the allocation reduces 
lossgs quite well. Some compromise is better than none. But the optimal allocation, 

+ H- ), is considerably better. Different values of Ic /Iá= 1/2,2/1 and 4/1) increase 

slightly the variance of the joint loss function with (1:1) weights; but they remain steady 

for joint loss functions with their own weights Ic /Id:l. 
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THE COUNTING RULE STRATEGY IN SALLE SURVEYS 

Monroe G. Sirken, National Center for Health Statistics 

1. INTRODUCTION 

Frequently, the enumeration units in.sample 
surveys are not identical to the population ele- 
ments whose parameters are being estimated. For 
example, Table 1 on the following page lists four 
illustrative surveys in which the enumeration 
units are different from the population elements. 
Clearly, in surveys of this type, it is necessary 
to specify rules for linking elements to the enu- 
meration units where the elements are eligible 
and required to be counted in the survey. The 
counting rule adopted in the survey should be 
viewed as a design factor for improving the effi- 
ciency of the survey. We have investigated [4], 

[5], [6] some of the statistical properties of 
counting rules. In this expository report, we 
summarize some of those findings, and we describe 
the strategy for selecting counting rules in sam- 
ple surveys. 

2. COUNTING RULES 

Counting rules specify the conditions for 
linking enumeration units to population elements. 
It is understood that elements are eligible and 
required to be reported by the enumeration units 
to which they are linked by the rule and that the 
elements are ineligible to be reported by any 
other units. Conventional counting rules have 
the property of uniquely linking every population 
element to one and only one enumeration unit. 
For instance, the de jure residence rule is a 
conventional counting rule in surveys in which 
households are the enumeration units and persons 
are the population elements. The rule links 
every person to one and only one household, name- 
ly his jure residence. 

Conventional rules are appealing because 
they assure that every element is eligible to be 
counted once and only once. However, as we shall 
see, survey estimates based on conventional rules 
are sometimes subject to intolerably large sam- 
pling and measurement errors. Consequently, we 
have been investigating the statistical proper- 
ties of estimators based on multiplicity rules 
that would make them subject to smaller errors 
than conventional rules. Multiplicity rules 
specify conditions that permit more than one 
enumeration unit to be linked to the same 
elements. 

Of particular interest is a class of 
multiplicity rules which have the property of 
supplementing the condition of a conventional 
rule with other conditions for linking elements 
to enumeration units. Multiplicity rules of 
this type have two desirable properties. First, 
they assure that every element is linked to at 
least one enumeration unit. Second, they permit 
the survey to produce several sets of estimates- - 
one set based on the conventional rule and each 
of the other sets based on a multiplicity rule 
that incorporates the condition of the conven- 
tional rule. In this manner, the estimate based 
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en .conventional rule is preserved. For 
instance, the rule that links persons to their 
own residence as well as the residences of their 
siblings and children would produce four sets of 
estimates based on the following rules: 

(1) persons are linked to their own 
residence; 

(2) persons are linked to their own 
residence and to the residences 
of their siblings; 

(3) persons are linked to their own 
residence and to the residences 
of their children; 

(4) persons are linked to their own 
residence and to the residences 
of their siblings and children 

The first is a conventional rule. The others are 
multiplicity rules. 

Table 2 presents conventional and multiplicity 
rules which have been reported in the literature 
[7], [2], [3], [9] for each of the illustrative 
surveys listed in Table 1. It will be noted that 
in each example, the multiplicity rule supplements 
the condition specified by the conventional rule. 
Table 2 also compares the population elements that 
are eligible to be counted at an enumeration unit 
in compliance with the conventional and the multi- 
plicity rule. 

3. COUNTING RULE ESTIMATORS 

In surveys based on conventional rules, all 
elements have the same probability of being se- 
lected in the sample but in surveys based on 
multiplicity rules they do not. Unbiased esti- 
mators for multiplicity rules adjust for the 
different probabilities by appropriately weighting 
the elements. Several kinds of unbiased estima- 
tors have been proposed [1], [8], each estimator 
being based on a different system of weights. 
Some estimators require matching the elements 
enumerated in the survey to eliminate duplicate 
reports. One unbiased estimator [11] that does 
not eliminate duplicate reports, we shall refer 
below to as the multiplicity estimator. 

The multiplicity estimator assigns a weight 
to every element everytime it is enumerated. It 
assigns a weight of unity to elements that are 
linked to a single enumeration unit, and to ele- 
ments linked to multiple units, it assigns a 
weight, greater than zero and less than unity, 
everytime they are enumerated. The multiplicity 
estimator is unbiased if the sum of the weights 
assigned to the multiple linked elements is equal 
to unity. The multiple linked element may be 
assigned the same or a different weight each time 
it is enumerated. If it is assigned the same 
weight each time, its weight is the inverse of the 
number of units it is linked to. 



Table 1. Illustrative Surveys in Which Enumeration Units are not the 
Same as Population Elements 

Survey 
Enumeration 

Unit 
Population 
Element Variate 

1 Housing unit Decedent Hospital utilization in last year 
of life 

2 Areal segment Farm Number of farms, and acres of 
farmland 

3 Medical source Patient with 
a disease 

Medical costs of treating disease 

4 Line of text of Statistical Statements failing statistical 
a statistical 
report 

statement standards 

Table 2. Conventional and Multiplicity Rules in Illustrative Surveys 

Survey 
Rule Elements Counted at an Enumeration Unit 

Conventional Multiplicity Conventional Rule Multiplicity Rule 

1 Decedents are linked to Decedents are linked to Deaths of persons who Deaths of persons who 
their former de jure their former de jure resided in the hous- resided in the hous- 
residence. residence and. to the de 

jure residences of sur- 
ing unit ing unit or whose 

relatives reside in 
the unit viving relatives. 

2 Farms are linked to the Farms are linked to all Farms whose head- Farms entirely or 
segment in which the segments overlapped by quarters are located partially over - 
farm headquarters are the farms. within the segment's lapping the segment's 
located. boundaries boundaries 

3 Patients are linked Patients are linked to Patients for whom Patients treated by 
to the medical source all medical sources who the medical source the medical source 
with primary respon- treated them for the had primary respon- for the disease 
sibility for treating 
their disease. 

disease. sibility for treat - 
ment 

4 Statements are linked Statements are linked Statements starting Statements over - 
to the line of text to all lines of text on the line of text lapping the line of 
which contains the 
first word of the 
statement. 

overlapped by the 
statement. 

text 
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In a formal sense, the estimator based on 
the conventional rule is a special case of the 
multiplicity estimator in which each of the ele- 
ments is assigned a weight of unity. However, 
there is an important difference between the 
conventional and multiplicity estimators. The 
conventional estimator presumes that the weight 
assigned each element is equal to unity because 
by definition every element is uniquely linked 
by the conventional rule to one enumeration unit. 
On the other hand, the weights assigned elements 
by the multiplicity estimator are rarely known 
beforehand and usually require collecting ancil- 
lary information in the survey. 

The procedure for determining the weights 
that are assigned to elements and the source of 
the ancillary information needed to calculate 
the weights varies for surveys based on multi- 
plicity rules. For instance, Table 3 below 
presents this information for the surveys that 
are based on the multiplicity rules described in 
Table 2. 

4. COUNTING RULE STRATEGY 

The objective of the counting rule strategy 
is to select the optimum rule for linking ele- 
ments to enumeration units and to assign the 
optimum sets of weights to enumeration units that 
are linked to the same elements. The rule and 
weights are considered to be optimum in the sense 
that they minimize the combined effect of sam- 
pling and measurement errors on the survey 
estimates subject to the cost constraints of con- 
ducting the survey. Although we have focused on 
surveys in which the population elements are 
different from the enumeration units, it is note- 
worthy that the counting rule strategy is also 
applicable to surveys in which the population 
elements are the enumeration units. 

In this section, we describe some conditions 
which may make multiplicity rules preferable to 
conventional rules. We consider in turn, the 
effect of counting rules on sampling errors, on 
measurement errors, and on the costs of con- 
ducting the survey. 

Sampling Errors 

Since the counting rule specifies the 
conditions for linking population elements to 
enumeration units, the distribution of the pop- 
ulation elements among the enumeration units is 
a function of the rule. Changing the counting 
rule modifies the population distribution and 
thereby alters the sampling distribution and the 
sampling variance of the survey estimate. It 

would be a mistake to conclude, however, that the 
estimators based on multiplicity rules are neces- 
sarily subject to smaller sampling variance than 
estimators based on conventional rules. They are 
not, except under special conditions such as when 
the multiplicity rule links at most one element 
to an enumeration unit. Nevertheless, when the 
population distribution based on the conventional 
rule is highly skewed, multiplicity rules offer a 
strategy for redistributing the elements among 
the enumeration units and thereby decreasing the 
variance of the population distribution. 'No con- 
ditions contributing to the skewness of the 
population distribution based on the conventional 
rule are: (1) few enumeration units are linked 
to population elements and (2) the distribution 
of the variate among the population elements is 
highly skewed. When either or both of these con- 
ditions exist, multiplicity rules may also exist 
which would have the effect of redistributing the 
weighted elements among the enumeration units so 
that the resulting distribution would be less 
skewed. 

Table 3. Weights Used in Illustrative Surveys Based on Multiplicity Rules 

Survey Weight Source of Information about Weight 

1 Inverse of the number of housing Unit where the death is enumerated 
units linked to the death. reports the number of different 

housing units which are either 
residences of surviving relatives 
or the former residence of the 
decedent. 

2 Fraction of the farm area 
overlapped by the boundaries 
of the segment 

Areal maps 

3 Inverse of the number of medical Source where patient is enumerated 
sources treating the patient identifies the referral and referring 

sources which are followed up in the 
survey 

4 Inverse of the number of lines Clerk counts the number of lines of 
overlapped by the statistical text that are overlapped by the state - 
statement ment. 
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A multiplicity rule that links every 
enumeration unit to every population element 
would not be subject to any variance. Unfortu- 
nately, this rule would be subject to un- 
acceptably large measurement errors in virtually 
all surveys. Although the rule is impractical, 
it serves to illustrate the point that consid- 
eration must be given to the joint effect of 
sampling and measurement errors in selecting a 
counting rule. 

Two kinds of measurement errors associated 
with counting rules are coverage errors and re- 
sponse errors. 

Coverage Errors 

Coverage errors occur when enumeration units 
either fail to report population elements to 
which they are linked or erroneously report ele- 
ments to which they are not linked by the 
counting rule. In most surveys underreporting 
appears to be a far more serious problem than 
overreporting. 

Multiplicity rules are often apropos when 
it is difficult to implement conventional rules. 

If some characteristic of the population 
leads to multiple links of the population ele- 
ments with enumeration units, it is natural to 
think in terms of multiplicity rules. Thus, if 
patients have encounters with several physicians, 
it may be easier to implement a multiplicity 
rule that links the patients to all their medical 
sources than to implement a conventional rule 
that defines a condition that would uniquely link 
every patient to a single medical source. 

If the attribute being measured in a 
household survey defines a population of persons 
that does not reside in the area covered by the 
survey, it is extremely difficult to implement 
conventional residence rules. Thus, it would be 
virtually impossible to collect emigration sta- 
tistics in cross sectional surveys using de jure 
residence rules. Multiplicity rules based on 
consanguine relations are often more apropos 
than conventional rules in these surveys. For 
instance, the conventional rule which links the 
deceased person to his former residence is sub- 
ject to gross underreporting of deaths in single 
retrospective surveys of population change be- 
cause the death of an individual is often 
followed by the dissolution or emigration of the 
household. It appears [10] that a multiplicity 
rule that links decedents to the residences of 
surviving relatives misses fewer deaths than a 
conventional rule that links decedents to their 
former residence. 

Multiplicity rules may sometimes be subject 
to smaller coverage errors than conventional 
rules in population surveys which collect sensi- 
tive information. For instance, a person with a 
stigmatized attribute, such as an alcoholic or a 
drug addict might be less likely to report him- 
self than he would be to report his close friends 
or relatives living elsewhere who,were drug ad- 
dicts pr alcoholics since he could report them 
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anonymously without identifying them either by 
or by their place of residence. 

Response Errors 

Response errors represent the invalid or 
incomplete reports by the enumeration units of the 
characteristics of elements to which they are 
linked by the counting rule. Sometimes one of the 

enumeration units is 'best" in the sense of having 
more complete and accurate information about the 
variate being measured than any other unit that is 
linked to the same element. The "best" unit may 
or may not be the unit linked to the element by 
the conventional rule. The surviving spouse, for 

example, might be a best informant for the decedent, 
whether or not she lived with the decedent when he 
died. If every unit linked to an element by the 
multiplicity rule knows the identity and location 
of the "best" unit, it might be cost effective to 
introduce a supplementary strategy to determine 
the value of the variate for the elements which 
are enumerated at units which are not the "best" 
units. The strategy would involve reenumerating 
these elements at their "best" enumeration units. 

Survey Costs 

A multiplicity rule is not necessarily more 
efficient than the conventional rule it incor- 
porates even though for a fixed size sample of 
enumeration units,it is subject to less combined 
sampling error and measurement error. This is so 

because the survey based on a multiplicity rule is 
more costly. There are two reasons why the survey 
costs are greater for a multiplicity than for a 
conventional rule: First, the enumeration unit 
cost is greater because the average number of ele- 
ments linked to an enumeration unit is greater for 
the multiplicity rule than for the conventional 
rule. Second, the estimator based on the multi- 
plicity rule, and its variance require ancillary 
information to determine the weights assigned to 
elements which is not needed by the conventional 
estimator. Since this ancillary information is 

frequently collected in the survey, it adds to the 

survey cost. 

5. SUMMARY 

The counting rule strategy treats the 
counting rule as a design factor for improving the 
efficiency of the survey. The strategy selects 
the optimum counting rule for linking population 
elements to enumeration units and assigns the 
optimum sets of weights to the elements that are 

linked to more than one enumeration unit. We have 
indicated the types of survey conditions in which 
the sampling errors and measurement errors of the 
estimate based on a conventional rule may be re- 
duced by selecting a multiplicity rule. However, 
the cost of conducting a survey for a fixed size 
sample of enumeration units is invariably larger 
for a multiplicity rule than for a conventional 
rule. To apply the counting rule strategy, 
therefore, requires information that compares the 
cost coefficients as well as the error components 
associated with different counting rules. 



References 

[1] Birnbaum, Z. and Sirken, M. G. , "Design of 
Sample Surveys to Estimate the Prevalence of 
Rare Diseases: Three Unbiased Estimates," 
Vital and Health Statistics, P.H.S. Publica- 
tion No. 1000 - Series 2 -No. 11, Public Health 
Service, Washington, D.C.: U.S. Government 
Printing Office, 1965, pp. 1 -8. 

[2] Hendricks, W. A., Searls, D. T., and Horvitz, 
D. G., "A Comparison of Three Rules for 
Associating Farms and Farmland with Sample 
Area Segments in Agricultural Surveys," 
Estimation of Areas in Agricultural Statis- 
tics, Food and Agriculture Organization of 
the United Nations, Rome, 1965, pp. 191 -198. 

Kramm, E. R., Crane, M. M., Sirken, M. G. 

and Brown, M. L., "A Cystic Fibrosis Pilot 
Survey in Three New England States," American 
Journal of Public Health, December 1962, pp. 
2041 -2057. 

[3] 

[4] Sirken, M. G., "Household Surveys with 
Multiplicity," Journal of the American 
Statistical Association, 65 (March 1970), 
pp. 257 -266. 

[5] , "Stratified Sample Surveys 
with Multiplicity," Journal of the American 
Statistical Association, 67 (March 1972), 
pp. 224 -227. 

123 

[6] , "Variance Components of 
stimators," Biometrics, 28 

(September 1972), pp. 869 -873. 

[7] , "Design of Household Sample 
Surveys to Test Death Registration Complete- 
ness," Demography, 10 (August 1973), pp. 469- 

478. 

[8] , "Effect of Counting Rules on 
Sampling Errors and Survey Costs," unpublished 
manuscript. 

[9] , and Levy, P. S., "Multiplicity 
Estimation of Proportions Based on Ratios of 
Random Variables," Journal of the American 
Statistical Association, 69 (March 1974), pp. 
68 -73. 

[10] , and Royston, P. N., 
'Underreporting of Births and Deaths in 
Household Surveys of Population Change," 
Proceedings of the Social Statistics Section, 
American Statistical Association, (1973), 
pp. 412 -415. 



DISCUSSION 
Joseph Waksberg, Westat, Inc. 

I. Use of Loss Functions to Determine 
Sample Size in the Social Security 
Administration 

This paper correctly points out that sam- 
pling textbooks and sampling theory 
usually start out in the middle of a 
problem, that is they assume there is 
advance knowledge of the desired vari- 
ances for the sample survey under con- 
sideration. This is, of course, one of 
the early issues that arise in developing 
plans for surveys, and in my experience 
it is one of the most difficult ones to 
resolve in a satisfactory manner; mostly 
because the consequences of errors gen- 
erally have not been quantified. Simi- 
larly, in teaching courses in sampling 
theory and methods, I have always found 
it difficult to give students a "feel" 
for the size of sampling errors that 
might be desirable under different 
circumstances. 

I am therefore delighted to see examples 
in which the problem is approached 
rationally, and in a way that permits the 
power of mathematics to be used to derive 
the variances that appear appropriate for 
specific surveys. I think it would be 
useful to establish a file of similar 
cases, both to have as examples in 
teaching and to help a consultant direct 
the thinking of survey sponsors, who are 
generally perplexed about how to come to 
grips with the problem of the precision 
needed for their studies. 

It wóuld probably be naive to expect that 
the planning of all (or perhaps even 
most) surveys can be approached by estab- 
lishing a loss function and comparing the 
loss with the cost of conducting surveys 
of various sizes. Typically, surveys are 
conducted to add to general knowledge, or 
to permit an administrator to make better 
decisions by use of the results, with or 
without other, external information. It's 
unlikely that in those circumstances any- 
one can even guess at the monetary value 
of the improvement in decisions, or for 
that matter even whether there are any 
improvements as a result of the surveys. 
However, I believe examples like the ones 
in the paper can help direct thinking in 
even these cases. 

I suspect that considerable more work 
needs to be done on the construction of 
appropriate loss functions. Two aspects 
of the function used bothered me. First, 
expressing the loss function as = E (L) 
+ C, implies that the cost of the survey 
is of the same level of importance as the 
same amount of money distributed in error. 
This implies an indifference to how an 
equivalent amount of money is spent. If 
I were administering a program and was 
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told I could spend an additional 
$1,000,000 on a survey to get zero error, 
or risk an error of $1,000,000, I would 
prefer to skip the survey and just add 
the $1,000,000 to the money allocated.It 
would be interesting to give a higher 
weight to the cost of the survey, and see 
the effect on the results. 

The other aspect is the one discussed in 
the paper, whether the loss should ignore 
the direction of error or just consider 
the situation from one of the parties 
concerned, and minimize errors for that 
party.This principle appears troublesome. 
If carried to a logical conclusion, it 
says that in the program the Federal 
Government should strive to make all its 
errors in one direction -- at the expense 
of the States. Even at the risk of in- 
troducing more arbitrariness in the 
construction of the loss function, I 

wonder if including the effect of errors 
in both directions would not be more 
realistic. The loss functions are bound 
to have a certain element of subjectivity 
but hopefully they can be expressed so 
that most analysts agree that they are 
reasonable. 

I have one final comment about other 
areas in Government programs in which it 
would be useful to apply similar types of 
analyses. In the past few years a number 
of very large revenue sharing programs 
have been developed, both general and 
special -purpose. They involve the trans- 
fer of billions of dollars a year from 
the Federal Government to States and 
localities. They have certain character- 
istics in common; they rely on allocation 
formulas which are based on statistical 
data, and there has been a general reluc- 
tance to spend much money to produce 
current, reliable estimates of the 
parameters required for the formulas. The 
staffs of the agencies involved would 
perform an important public service if 
they established reasonable loss func- 
tions and examined the implications for 
survey operations, in a way similar to 
that done by Social Security Administra- 
tion. 

II. Effect of Counting Rules on Sampling 
Errors and Costs 

Dr. Sirken's paper on counting rules and 
the papers published earlier on the same 
subject have, I think, served a useful 
purpose in indicating a direction in 
which greater flexibility can be exer- 
cised in survey planning, with a poten- 
tial improvement in efficiency. I was 
glad to see an example which provided 
guidance on the conditions for which 
multiplicity rules would be expected to 
be more efficient than conventional 



enumeration rules. The published papers 
had left me with a feeling that it would 
be extremely difficult to carry out the 
theory in practice,due to inability to 
estimate the necessary parameters. The 
example in this paper helped in this,al- 
though I still am not sure how I would 
tackle specific problems. Some more 
general guidelines on this would be 
helpful. 

In the absence of such guidelines, or of 
a general body of knowledge that might 
become available as more surveys use 
multiplicity rules, I can see two impor- 
tant areas that lend themselves to the 
use of multiplicity. The first is in the 
estimation of a rare item in the popula- 
tion. Some of the earlier work by Sirken 
and others, using this technique, 
involved estimating the prevalence of cer- 
tain rare health conditions. Similarly, 
one might think of studies aimed at 
estimating the characteristics of 
specific ethnic groups, persons with 
specialized educational background or 
training, or other low- frequency elements 
of the population for which establishment 
of a separate sampling frame is not 
possible. Such surveys are generally 
considered as comprising a screening 
operation to identify the subset of a 
sample that belongs to the group being 
studied, and an enumeration phase. 
Multiplicity rules should have a useful 
effect on the screening operation, 
certainly in cases where the enumeration 
can be performed at the initial sample 
unit, but even where additional travel is 
necessary for interviewing purposes. 
Obviously, this can only be done where 
there is a reasonable assurance that 
response errors would be kept under 
control. 

The second area is where multiplicity 
rules serve to reduce response errors. 
Dr. Sirken mentioned one example in which 
this happens, estimating births and 
deaths. Another example involving work 
done at the Census Bureau, may be instruc- 
tive. This was developed with a simpler 
concept in mind, but it can be viewed as 
an example of a counting rule 
application. 

The example parallels the problem of 
measuring births and deaths, but with 
application to housing. As part of the 
past few Censuses of Housing, there have 
been sample surveys designed to measure, 
among other things, the change in housing 
arising from mergers,in which two or more 
apartments in a building are combined to 
form a single unit, or from growth when 
one housing unit is subdivided into 
several units. Associating such changes 
with unique housing units, although 
theoretically possible, is difficult for 
interviewers to perform properly. It is 
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much more accurate to view the building 
as a whole and compare the number of units 
now present, with the number at an earlier 
point in time. The Census practice has 
thus been to select a sample of housing 
units,and essentially to perform a com- 
plete enumeration on all buildings in 
which the sample units are located. In 
estimating universe totals, the probabili- 
ties of selection are, of course, taken 
into account. 

This can be considered an example of a 
multiplicity rule. It is a rather simple 
type since each enumeration unit is 
linked to only one network. At the 
Census Bureau, this procedure has been 
viewed as an example of PPS selection 
rather than as a case of multiplicity, 
but in this simple case, the two merge. 

III. Optima and Proxima in Linear Sample 
Designs 

There isn't very much that I can add to 
Dr. Kish's paper. He has shown, in a 
rather elegant manner, that a common 
approach is possible for analysis of 
what I had always treated as somewhat 
different problems. 

Based on my own experiences, I suspect 
that the paper will be of greater inter- 
est to teachers of courses in sampling 
methods than to practicing statisticians. 
Working with problems of sample design, 
it did not take very long for me to 
realize that it is rare to get good 
estimates of either unit costs or 
variance, and possibly even more impor- 
tant that the models used for cost 
functions are crude approximations to 
reality. I imagine that most 
statisticians quickly become accustomed 
to dealing with approximations and don't 
worry too much about it. 

I've found it more difficult to get a 
"feel" for this across to students. It's 
obviously important for them to learn 
about optimization and the applicable 
formulae. However, they also need to 
find out that in the real world, crude 
guesses about the parameters are fre- 
quently necessary. I have never been 
satisfied with the vague words I have had 
to use in indicating that considerable 
variation from the optimum allocation is 
usually possible without great increases 
in variances. There are few actual 
examples in the literature. The Hansen - 
Hurwitz -Madow textbook does have 
several tables for specific designs 
indicating the range of variation in 
parameters that can exist without impor- 
tant additions to variance. I can think 
of very few other examples. 

A comprehensive discussion of this subject 
is thus very welcome. 
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GENERAL INTRODUCTION TO THE SESSION ON THE ROLE OF THE SOCIAL 
SECURITY NUMBER IN MATCHING ADMINISTRATIVE AND SURVEY RECORDS 

Because of the interrelatedness of the 
papers given at this session, the authors 
felt that readers of the proceedings would 
find it easier to follow the presentations 
if an introduction were provided first. 
To this end, a number of the remarks made 
by the individual speakers (including 
remarks made by the session chairman, 
Joseph Steinberg) have been brought 
together here. 

GENERAL BACKGROUND 

The Social Security Administration (SSA) 
and the Census Bureau have, for quite some 
time, engaged in joint efforts to improve 
the quality of statistical output in the 
areas of income distribution and 
redistribution. One of these studies, 
which is currently underway, involves 
matching information on the March 1973 
Current Population Survey (CPS) with 
earnings and benefit data from Social 
Security records. The work being reported 
on at the session was done in connection 
with this "1973 Match Project." 

1973 Match Project.- -The 1973 Match 
Project differs in several respects from 
earlier linkages between Census Bureau 
surveys and Social Security administrative 
information. Three of the major 
differences are: 

1. The sample involved, consisting, as 
it does, of over 100,000 individuals 
14 years or older, is many times 
larger than that used in any 
previous joint project. (Matching 
studies made to evaluate decennial 
census data [e.g., 60,104,139] have 
been on the order of one -fifth as 
large or less. 1 /Previous linkages 
completed between CPS and SSA 
[e.g., 102] have been based on 
samples only about one -sixth as 
large.) 

2. The process used to bring together 
the data from the various sources 
is more automated than formerly. 
This was one reason a larger sample 
of cases could be matched. Also, 
the fact that the major components 
to be linked are machine -readable 
promises to make it possible to 
publish at least some of the 
principal findings from the project 
in 1975. (However, as the second 
paper at the session makes clear, 
there are still certain manual - 
clerical steps which are essential.) 

3. Prior joint Census Bureau -SSA 
"exact" match studies have focused 
principally on the analysis of 
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response, nonresponse, and coverage 
errors. In the 1973 work, consider- 
able emphasis is also being placed 
on obtaining a microdata file in 
which CPS reporting has been "cor- 
,rected" or, more properly, cali- 
brated. What is planned are not 
only modifications to the survey 
income amounts made possible by the 
presence of a comparable adminis- 
trative figure obtained by means of 
an exact match (calibration), but 
also adjustments will be introduced 
by using synthetic or "statistical- 
ly" matched information. (In the 
past, the statistical matching work 
done with the CPS has essentially 
been conducted independently of 
exact matching efforts.2 /) 

The subject matter content of the 1973 
Match Project is quite similar to that in 
earlier CPS -SSA linkages. The items being 
extracted from SSA's benefit and earnings 
files, for example, are about the same as 
in the efforts directed by Joseph 
Steinberg [e.g., 118,121] when he was at 
Social Security. Also, just as in some of 
the previous studies, information from 
income tax returns will eventually be 
included on the files, making a three -way 
linkage. The Internal Revenue Service 
(IRS) data that will be available,3/ 
however, is far more limited than in the 
past (so limited, in fact, that it will be 
necessary to supplement it with IRS data 
introduced by using statistical matching). 

Confidentiality Arrangements.- -One of the 
things that the 1973 Match Project has in 
common with earlier linkage efforts is the 
great care that is being taken to insure 
the confidentiality of the shared 
information. The laws and regulations 
under which the three agencies operate 
impose very definite restrictions on such 
exchanges, and special procedures have 
been followed throughout so as to adhere 
to these provisions. 

Information on the confidentiality 
requirements which governed prior linkage 
projects involving the Current Population 
Survey can be found in [102] and [119], 
which were available as handouts at the 
session. 4/ The 1973 work has operated 
under procedures which are at least as 
stringent as those imposed in the past. 
This is particularly the case for the IRS 
data. The details of the 1973 
arrangements were also available as a 
session handout and are incorporated in 
Roger Herriot's discussion comments which 
appear at the end of the proceedings for 
this session. 



SESSION FOCUS AND ORGANIZATION 

The Social Statistics Section has had over 
20 invited and contributed papers5/ the 
last decade or so devoted, either whole 
or in part, to matching and data linkage. 
This, however, is the first time an entire 
session has been given to a matching study 
in which the primary piece of identifying 
information was the social security number 
(SSN) . 

Matching with the SSN.- -The problems which 
arise when using the SSN to link Current 
Population Survey interview schedules to 
Social Security records differ in degree, 
but not in kind, from the problems other 
"matchmakers" have had. The three major 
factors to consider still are: (1) 

reporting differences in the identifying 
information being used to bring the files 
together, (2) omissions or incompleteness 
in the identifiers, and, finally, (3) 

nonuniqueness of identifiers. 

In the 1973 study, as in prior CPS -SSA 
linkages, the chief difficulty that had to 
be faced was incompleteness in the 
identifying information. The first two 
papers at this session describe the 
situation that existed in this regard and 
what has been done about it so far. Next 
in importance were reporting errors in the 
social security number or in the other 
identifiers (name and date of birth, 
etc.). These are the subject of the third 
paper at the session. 

The problem of nonuniqueness also exists 
with the social security number. It is 
estimated that more than six million 
people have two or more SSN's. In well 
over half of these cases, SSA has cross - 
referenced the numbers so the multiple 
reports for an individual can be brought 
together rather routinely. For most of 
the remaining persons, the numbers were 
issued in the early days of the program 
and probably are no longer active.6/ There 
are also some instances in which more than 
one person uses the same SSN. 
Fortunately, however, this situation is 
quite rare. 7/ Thus, compared to reporting 
errors and omissions in the identifying 
information, the nonuniqueness of the 
SSN's poses a relatively minor problem for 
the 1973 Match Project. In any event, the 
papers given at the session do not deal 
directly with the procedures that will be 
followed to mitigate its effects. 

Nature of Papers. --The papers are reports 
on work progress. For the most part, 
they are descriptive and nontheoretical. 
No attempt has been made in the 
presentations to set forth in a systematic 
way all of the procedures that have been 
followed in the 1973 Match Project. Just 
some of the important highlights which 
were felt to be of general interest have 
been given. 
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At the session itself, extensive tabular 
material supporting the results in the 
papers was provided as a handout. For 
reasons of space, these tables cannot be 
included here; however, they are available 
on request. 8/ The papers, as shown in 
these proceedings, follow the remarks of 
the participants quite closely, except for 
comments which appear in footnotes. The 
footnotes have been used to introduce 
parenthetical information which, in many 
instances, was not part of the actual 
presentations, to clarify points about 
which questions were raised during the 
general discussion which followed the 
talks, and to cite the relevant literature 
when this could not be conveniently done 
in any other way. 
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FOOTNOTES 

1/ The citations given in square brackets 
here and elsewhere refer to references 
listed in a bibliography on matching 
studies which was handed out at the 
session and which is included in these 
Proceedings. 

2/ For a brief historical sketch of the 
statistical (and exact) matches which 
have been done with the CPS , see 
Benjamin Okner, "Data matching and 
merging: an overview," in the Annals of 
Economic and Social Measurement, 
3, 1974, 347 -352. 

3/ For this project, IRS made available to 
the Census Bureau magnetic tape 
abstracts of limited income information 
from tax returns, subject to the 
confidentiality arrangements discussed 
in this introduction and in remarks of 
the discussant. The dollar items 
abstracted consisted of total income, 
salaries and wages, dividends, and 



interest. Codes were also included to 
indicate the type of return filed 
(e.g., joint, surviving spouse, etc.), 
the types of schedules used (e.g., 
Schedules C, D, F, etc.), and the 
number of exemptions claimed. 

4/ Also handed out at the session were two 
other reports which deal more generally 
with various aspects of Social 
Security's statistical research work. 
These were a paper by Joseph Steinberg 
and Heyman Cooper, "Social Security 
statistical data, social science 
research, and confidentiality," which 
appeared in the 1967 Social Security 
Bulletin (pp. 2 -14) and a 1973 SSA 
publication entitled Some Statistical 
Research Resources Ava le at the 
Social Security Administr 

For an historical summary of the 
Census's general provisions with regard 
to confidentiality, see the address 
given by the Bureau's current director, 
Vincent Barabba, which appears 
elsewhere in these Proceedings. See 
also, Robert Davis, "Confidentiality 
and the Census, 1790 -1929," in Records, 
Computers and the Rights of Citizens, zens, 
Report of Secretary's Advisory 
Committee on Automated Personal Data 
Systems, U.S. Department of Health, 
Education and Welfare, 1973. 

5/ Of particular note is the 1963 session, 
"Matching of medical, social and 
economic records for research 
purposes," [39,95,107]; and, also, the 
1965 session entitled, "Matching of 
Census and vital records in social and 
health research:' problems and 
results," [58,91,94,98, 112,113]. 

129 

6/ It is possible, by request, and for 
good cause, to have more than one 
number; however, individuals may forget 
that they have a, number or forget what 
it is, and apply again. When such 
inadvertent multiple issuances occur, 
routine administrative processes 
usually detect them eventually. 

7/ The most important cases where more 
than one person is using the same SSN 
arise because social security numbers 
have been employed on occasion by 
advertisers in promotional schemes. 
Perhaps the best known such instance is 
the number 078 -05 -1120. It first 
appeared on a sample social security 
number card contained in wallets sold 
nationwide in 1938. Many people who 
purchased the wallets assumed the 
number to be their own. It was 
subsequently reported thousands of 
times on employers' quarterly reports; 
1943 was the high year, with almost 
6,000 wage earners listed as owning the 
number. Even today the number is still 
being reported at least 10 times a 
quarter. 

8/ To obtain the tabulations, write to 
Dr. Benjamin Bridges, Chief, Long Range 
Research Branch Division of. 
Economic and Long -Range Studies, Office 
of Research and Statistics, Social 
Security Administration, 1875 Connect- 
icut Avenue, Washington, D.C. 20009. 



CURRENT POPULATION SURVEY REPORTING OF SOCIAL SECURITY NUMBERS 

Linda Vogel and Terry Coble 
Social Security Administration 

The Social Security Administration and the 
Census Bureau are engaged in a project in 
which SSA earnings and benefit records are 
being matched to Current Population Survey 
data. (See the introductory comments to 
this session.) The goal of this effort is 
an improved data base for use in studies 
on income distribution and redistribution. 
In order to locate SSA earnings and bene- 
fit data for an individual, one must have, 
or be able to determine, his social secu- 
rity number (SSN). Of primary importance 
in the 1973 Match Project, therefore, was 
the extent of missing SSN's in the Current 
Population Survey. 

This paper examines the reporting and non - 
reporting of SSN's from various vantage 
points. In section 1, a description is 
given of how the SSN is collected in the 
CPS and the possible sources of error that 
can be introduced. Section 2 discusses 
the overall response rate to the SSN 
question and compares our results to 
previous studies. The remaining sections 
analyze some of the characteristics of the 
individuals in the survey which may 
influence the likelihood of an SSN being 
reported (section 3); examine the charac- 
teristics of the household respondents 
which affect whether a number is reported 
(section 4); and present some other 
aspects of SSN reporting, such as 
differences by data collection centers and 
by rotation groups (section 5). 

1. COLLECTION OF SOCIAL SECURITY 
NUMBERS IN THE CURRENT POPULATION SURVEY 

Background. --The structure of the CPS 
since the early 1950's has been such that 
each sample household is eligible for 
interview on eight separate occasions: 
four consecutive months one year, followed 
by the same four calendar months a year 
later, with an eight month "rest" in 
between. These interviews are staggered 
so that for any given month's survey- - 
March 1973, for instance -- one -eighth of 
the cases are being enumerated for the 
first time, one -eighth for the second, and 
so on. Thus, each month's sample actually 
consists of eight subsamples, or "rotation 
groups," which can be distinguished by the 
number of times the addresses they contain 
have been eligible for interview. 1/ 

A "control card" is prepared for a house- 
hold when it first enters the survey. The 
control card is a basic repository of data 
and lists for each household member such 
items as name, date of birth, age, race, 
sex, etc. In 1963, in connection with the 
first SSA -CPS linkage project [102, 118, 
119, 121, 147, 148], the control card was 
revised to obtain social security numbers 
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for persons 14 years or older. Since 
then, SSN information has been routinely 
requested just of rotation groups which 
enter the sample during the months of 
December, January, February, or March. 
The reason for this is that interest in 
linking SSA and CPS data, as mentioned in 
the overall introduction to this session, 
has centered on comparing income responses 
in the CPS with the corresponding SSA ad- 
ministrative figures. 2/ Rotation groups 
entering in these four months are the only 
ones in the survey in March when the sup- 
plementary income questions are asked. 

The exact phrasing of the SSN question on 
the control card is, "What is . .'s 
Social Security (Railroad Retirement) num- 
ber?" Interviewers are instructed to tell 
respondents, if asked, that the SSN's are 
necessary to help evaluate the accuracy, 
consistency, and comparability of some of 
the statistics produced from the CPS; that 
this evaluation is conducted using various 
techniques, one of which is through the 
use of governmental administrative 
records; and that these evaluation 
programs are carried out by sworn 
employees of the Census Bureau under the 
strictest controls, to protect the 
confidentiality of the information 
secured. As an example, respondents are 
told about the possibility of matching the 
survey data to the records of the Social 
Security Administration. 

Usually, in the CPS, one member of a 
household responds for the entire 
household. If the household respondent 
knows, or thinks he knows, the SSN's for 
the other members, these are recorded by 
the interviewer on the initial visit. If 
the respondent reports that a person has 
no number, "none" is recorded. The 
respondent may, at this time, of course, 
refuse to provide numbers. 3/ When the 
respondent is unaware of the SSN's of 
other household members, a form is left to 
be filled in and mailed to the census of- 
fices. If any numbers are still missing 
on the second or later months of inter- 
view, they are again requested. 

SSN Collection Process. --The major steps 
the collection social security 

numbers are set forth in figure 1. At 
each of these steps, errors of response or 
nonresponse can be introduced which would 
affect the quality and completeness of the 
SSN reporting. The individual, himself, 
is obviously a possible source of error. 
He may not know or may misremember his 
SSN. Another source of error can arise if 
the individual does not respond for 
himself, but the information is obtained 
by proxy. This was the case for 



approximately 57 percent of the 
individuals in the survey who did not 
answer the SSN question directly --it was 
answered for them by someone else in the 
household. Despite careful training and 
control, the CPS interviewers may also 
have introduced some errors, either by 
failing to ask the question at all or by 
transcription mistakes and the like. 
Differences among the Census Bureau's 
regional data collection centers in the 
emphasis placed on the SSN question are, 
also, a possible cause for concern. 

Up to this point, the steps, as shown in 
figure 1, to obtain SSN data in the CPS do 

Figure 1.- PROCESSING FLOW OF SSN'S 
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COMBINED 
RECORD 

not differ very much from the steps that 
would be taken for any other item included 
in the survey. Unlike much of the other 
information on the control cards, however, 
SSN's are not routinely transcribed onto 
the monthly survey questionnaires. For 
this project, therefore, the control cards 
had to be specially encoded into machine - 
readable form (at the Bureau's Central 
Processing Center in Jeffersonville, 
Indiana). They were subsequently matched 
to the tape files of the March 1973 inter- 
view schedules in order to have both the 
CPS income data and the SSN information 
available for an individual on one com- 
bined record. These latter steps are, of 
course, also subject to clerical and other 
errors. For example, lost control cards 
would result in missing SSN's. 

In this paper, as was previously stated, 
we will be confining our attention to com- 
parisons between persons who have had an 
SSN recorded for them in the CPS and those 
who have not. The question of the cor- 
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rectness of the SSN responses given is not 
taken up here. (The steps taken to vali- 
date numbers and to search for missing and 
misreported SSN's are covered in the 
subsequent papers at this session.) 

For our purposes, all numerical responses 
to the SSN question, whether valid or 
invalid, have been treated as equivalent. 
Since essentially the entire U. S. popu- 
lation 17 years or older has an SSN, 4/ 
instances in which no SSN was reported in 
the CPS for such persons are, for the most 
part, cases in which an error of some sort 
was made. While we cannot always relate 
our hypotheses regarding the completeness 
of the SSN responses to specific steps 
listed in figure 1, nonetheless, the 
reader may find it useful to keep the 
various steps in mind during the 
discussion which follows. 

2. OVERALL RESULTS AND COMPARISONS 
TO OTHER STUDIES 

Four out of five of the over 100,000 CPS 
persons 14 years or older in households 
interviewed in March 1973 reported a 
social security number (see figure 2). Of 

Figure 2.-OVERALL RESPONSE TO SSN QUESTION 

the remaining 20 percent who were not 
shown to have reported SSN's, the response 
"none" was recorded for 3.9 percent, while 
only one percent were listed as refusals. 
Blank responses, possibly due to the in- 
terviewer not emphasizing or asking the 
SSN question at all, totaled approximately 
9.3 percent. Answers of "not available" 
are recorded for almost three percent of 
the cases. This situation might arise if 
the respondent failed to mail in the form 
left by the interviewer for numbers not 
obtained at the time of interview or if 
SSN's on the returned forms were never in- 
corporated on the control card. Finally, 
missing numbers resulted for about 2.7 



percent of the March supplement records 
because no match could be made to the 
source of the SSN, the control card. 

The percentage of social security numbers 
reported in the CPS, about 80.2 percent, 
represents a successful effort on the part 
of the Census Bureau in collecting the 
numbers and is an improvement over pre- 
vious comparable projects. In the 1963 
Pilot Link Study, 72 percent of the 15,533 
persons years or older initially re- 
sponded with an SSN [147]. A similar 
1966 -67 Census Bureau study by Ono, 
Patterson, and Weitzman [93] found that 
approximately 76 percent of the 4,500 per- 
sons 14 years or older comprising the sam- 
ple reported an SSN. 

While it is enlightening to compare the 
positive response rate of the Match pro- 
ject with previous studies, it is neces- 
sary to remember that the present study 
should yield an increase in the percentage 
of SSN's reported for two reasons. First, 
the SSN is more widely used now than ever 
before, for such diverse purposes as auto- 
mobile driver's licenses and student iden- 
tification, etc. One would expect, there- 
fore, that more people are able to report 
their social security number than in the 
past. Secondly, a larger proportion of 
the U. S. population now has SSN's. This 
increase is especially noticeable among 
women, as this segment of the population 
has joined the labor force in greater 
numbers. Although for the above - 
mentioned reasons we would expect a 
higher SSN reporting rate in the current 
study, there is, on the other hand, an- 
other factor involved that should be taken 
into account; namely, the growing tendency 
of individuals to be reluctant to divulge 
what they consider to be confidential in- 
formation and to regard such questions as 
an invasion of privacy. Fortunately, 
judging from the low refusal rate, this 
still does not seem to be a significant 
factor in Census Bureau conducted surveys 
involving the social security number. 

3. SSN REPORTING BY AGE, RACE, SEX, AND 
RESPONDENT STATUS 

Individual's 4.--Age is found to be, by 
far, the most significant characteristic 
in determining whether an SSN is reported 
for an individual. 5/ Persons 14 to 20 
years old appear to be much less likely to 
show a positive SSN response; this was 
especially true of those in the 14 to 17 
year -old category, where only 46.0 percent 
had an SSN reported (see figure 3). 

Age also has a strong influence on whether 
or not an individual shows up in the 
"none" or "blank" groups, but it seems to 
have little impact on the proportion of 
"no matches" or answers of "not 
available." Approximately 23.0 percent of 
all 14 to 17 year -olds were shown to have 
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an answer of "none" for the SSN question, 
compared to 1.5 percent for the other age 
groups. The age effect on the number of 
blank entries is also striking; for 
persons younger than 21 years of age, 
almost 20 percent were found to have 
blanks, while the percentage drops to 
seven percent for persons 21 or older. 

Refusals, though a small proportion of the 
total sample, behave in an interesting 
way. Those over the age of 35 are more 
likely to be listed as refusals (1.3 
percent) than are persons in the younger 
age groups (0.7 percent). 

Rgure 3. -SSN REPORTING SY AGE 
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Individual's Race and Sex.-- Proportion- 
ately more whites than nonwhites have an 
SSN reported (81.2 percent for whites 
versus 71.6 percent for nonwhites). 
Differences by sex are not nearly as 
large, however. Males are only slightly 
more apt to report an SSN (81.0 percent 
for males as opposed to 79.5 percent for 
females). Figure 4 clearly illustrates 
this marked disparity in reporting rates 
between the races and the only marginal 
difference between the sexes. 

Figure REPORTING BY RACE AND SEX 
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Both race and sex exert some influence on 
whether persons respond with the answer 
"none." As expected, females were 
slightly more likely than males to answer 
"none" (4.9 percent as opposed to 2.8 
percent) and nonwhites were more likely 
than whites (5.9 percent compared to 2.6 
percent). Race, but not sex, seems to 
determine, to some extent, whether the SSN 
question is left blank or filled in with 
"not available." Blank entries were 
approximately 13.0 percent for nonwhites 
and, for whites, only nine percent. The 
percentage of "not available" answers for 
nonwhites (5.5 percent) is about twice the 
number for whites (2.7 percent). 

Differences in the age distributions of 
whites and nonwhites account for some of 
the reporting patterns that have been 
remarked on. It is fair to say, though, 
that, for much of the disparity, we must 
search for other causes. 

Individual's Respondent Status. -- Because 
one potential source of distortion in the 
reporting of SSN's does not exist for 
those individuals who responded directly 
to the interviewer's question, it is of 
interest to compare the response rates for 
all persons with those for the household 
respondents alone. 6/ We would, of 
course, expect respondents to be more 
complete and more accurate about 
themselves than about others, and, in 
fact, this seems to be the case. 

The SSN reporting rate among respondents 
for each age- race -sex category is much 
higher than the reporting rate for all 
persons in that same category. For all 
age- race -sex groups combined, about 87.8 
percent of the household respondents 
reported an SSN (see figure 5), as opposed 
to 80.2 percent for all persons. 7/ 

Figure 5.- RESPONSE TO SSN QUESTION FOR HOUSEHOLD RESPONDENTS 
ONLY 

Not available 1.81% 

No match 2.0% 
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When comparing the response rates between 
the set of all persons and the subset of 
household respondents, it should be noted 
that the age distribution between the two 
groups differs radically. This is because 
of a reluctance by Census interviewers to 
accept younger members of households as 
household respondents. Slightly more than 
18 percent of all persons 14 years or more 
in the CPS are 14 to 20 years old; 
however, less than four percent of the 
household respondents were from this age 
group. Even more extreme are the figures 
for persons 14 to 17 years old. They 
represent 11.1 percent of all the adults 
in the survey but are respondents only 0.8 
percent of the time. Given this disparity 
in the age distribution, a sensible 
approach to comparing respondents and 
nonrespondents is to look at them by age, 
as in the following table: 

Table 1. -- Proportion Reporting An SSN 

Respondent 
Total 87.8% 

14 to 17 year -olds 61.0% 
18 years or older 88.0% 

Nonrespondent 
74.4% 
45.5% 
81.1% 

The improvement in reporting is pronounced 
for the 14 to 17 year -olds. One of the 
possible reasons for this may be that the 
older members of the household are not 
reliable sources of the SSN for the 
younger family members. 

Replies of "none" occur about 1.6 percent 
of the time for respondents; the 
proportion for nonrespondents climbs to 
5.6 percent. Virtually all of this 
difference is due, however, to differences 
between the age structure of respondents 
and nonrespondents, as can be seen from 
the following breakdown: 

Table 2. -- Proportion Reporting "NONE" 

Respondent Nonrespondent 

Total 1.6% 
14 to 17 year -olds 23.0% 
18 years or older 1.5% 

5.6% 
23.2% 
1.5% 

As we expected, the number of blank 
entries was lower among respondents than 
among nonrespondents (5.4 percent versus 
12.2 percent). The younger groups had a 
large influence on this; the incidence of 
blanks among all persons 14 to 20 years of 
age is 19.8 percent, whereas the incidence 
of blanks among respondents of the same 
age is 9.1 percent. 

The percentage of answers of "not 
available" was also lower for respondents 
than for nonrespondents (1.8 percent as 
opposed to 3.9 percent). However, the 
incidence of refusals (0.9 percent for 



respondents compared to 1.1 percent for 
nonrespondents), and of nonmatches (2.5 
percent versus 2.9 percent), do not 
represent significant differences. 

HOUSEHOLD REPORTING BY THE 
CHARACTERISTICS OF THE HOUSEHOLD 

RESPONDENT 

We have seen in section 3 that the 
respondent status was a strong determinant 
affecting the SSN reporting for 
individuals. In this section, we attempt 
to analyze how the SSN reporting of the 
entire household varies according to 
selected attributes of the respondent. 

Household Reporting of SSN's 
Respondent's -- Figure shows a grap 
of SSN reporting for all persons based on 
the age of the respondent. As can be 
seen, the proportion of SSN's obtained for 

Flour. 6.-SSN REPORTING FOR ALL PERSONS BY RESPONDENT'S AGE 
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the household is noticeably smaller when 
the respondent is either 14 to 17 or 35 to 
44 years old. The percentages of SSN's 
obtained are 65.4 percent and 73.8 percent 
when the respondent is 14 to 17 years old, 
and 35 to 44 years old, respectively, 
versus 82.5 percent for the other age 
groups. This variation is caused in part 
by the nature of the households for which 
these particular age classes were 
respondents; i.e., these households 
contained a higher proportion of individ- 
uals between the ages of 14 and 17, when 
they are less likely to have SSN's. In 
fact, when these age groups (14 to 17 and 
35 to 44) are household respondents, the 
whole household shows a much higher 
incidence of answers of "none" (8.1 
percent and 7.0 percent compared to 3.0 
percent for the other age groups). 
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As mentioned before, the CPS interviewer 
is instructed to interview the household 
head or the spouse of the household head, 
if possible. Therefore, when a younger 
member of the household is chosen as a 
respondent, it is generally because older 
members are not at home at the time of the 
interview. However, additional household 
members may be present when the head of 
household is the respondent. This 
situation may account for the high 
incidence of "not available" responses for 
households with 14 to 17 year -old 
respondents (6.2 percent versus 2.9 
percent for the other ages). Blank 
entries are also more prevalent among 
households having a respondent who is 14 
to 17 years of age (15.0 percent as 
opposed to 9.2 percent overall). 

Just as an individual over the age of 35 
was found to be slightly more likely to 
refuse to report his number, respondents 
over the age of 35 are also slightly more 
likely to refuse to provide numbers for 
other household members (1.1 percent 
versus 0.6 percent). 

Household Respondent's Race and Sex. --As 
case when SSN reporting was 

examined by the characteristics of the 
individual, the race of the respondent had 
a greater influence than did sex in 
determining the proportion of SSN's 
reported for the household. About 81.4 
percent of the persons 14 years or older 
in households of white respondents gave an 
SSN versus 71.9 percent of the households 
of nonwhite respondents. Whether the 
respondent was male or female made a 
difference of only 1.4 percent (reporting 
rates by sex of the respondent are 81.4 
percent for males and 80.0 percent for 
females). 

5. OTHER ASPECTS OF SSN REPORTING 

Data Collection Centers. --The twelve 
régional offices of Census Bureau both 
train and supervise the CPS interviewers 
and, thus, exercise some influence on the 
quality of the data collected. Also, the 
final manual processing of the control 
card --that of its being keyed onto tape 
for computer use --was divided into work 
units within data collection centers. 

The SSN reporting rate does vary between 
the centers; New York's rate of 71.3 per- 
cent is significantly lower than the 
others, while Denver's performance of 85.8 
percent is over five percent better than 
the overall rate of 80.2 percent for all 
the centers (see figure 7). 

The low reporting rate of New York is due, 
in part, to a much higher proportion of 
blanks (13.7 percent versus 8.9 percent 
when New York is excluded) and almost 
twice as many "not available" responses as 
the other centers (5.5 percent as opposed 



Figur. -SSN 

62.17% 

REPORTING 

71. 

BY REGIONAL 

7696% 

DATA COLLECTION 

7957% 

CENTER 

82.40% 

administered; nevertheless, chances for 
human and machine error exist. Although 
not an exhaustive study of all the 
possibilities, we have in this paper 
identified some variables affecting the 
likelihood of SSN's being reported in the 
CPS. Age is a very strong factor, and 
race, more so than sex, plays an important 
role in determining whether a number is 
provided. If an individual was the 
household respondent, chances are improved 
that his number will be reported. Also, 
the characteristics of the respondent 
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to 2.8 percent). The somewhat lower 
reporting rates of Philadelphia and 
Dallas, at 77.0 and 77.5 percents, 
respectively, also reflect slightly higher 
blank and "not available" entries. In 
addition, all three centers have higher 
proportions of answers of "none" to the 
SSN question than do the other centers. 

Rotation groups. -- Examining the data by 
rotation groups, we find there is a direct 
relationship between the incidence of SSN 
reporting and the number of months that 
the rotation group was in the survey 
during the time frame' that the SSN 
question was asked. (This was from 
December 1972 to March 1973.) The table 
below illustrates this association. 

Table 3. --SSN Reporting Rate by Number 
of Months SSN Question Asked 

Rotation 
Groups 

1 and 5 
2 and 6 

3 and 7 
and 8 

Months SSN Report - 
Question Asked ing Rate 

December -March 
January -March 
February -March 
March only 

82.8 
81.8 
78.7 
77.5 

Rotation groups 1 and 5 were eligible for 
interview during all four months and show 
the highest response rates. The two 
rotation groups (4 and 8) which were in 
the survey for only one of the four months 
have the lowest SSN reporting rates. 

Conclusion. --The steps taken by the Census 
conducting the survey are seen 

to be carefully controlled and 
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FOOTNOTES 

1/ Detailed information on the Current 
Population Survey is available in many 
Census Bureau and Bureau of Labor 
Statistics publications. A particu- 
larly good source on the CPS as re- 
designed after the 1970 Census is a 
paper in the Annals of Economic and 
Social Measurement, "The Current Popu- 
lation Survey: an overview" by Marvin 
Thompson and Gary Shapiro (vol. 2, 

1973, pp. 105 -119). 

2/ Linkages between the survey and admin- 
istrative records have been attempted 
during most of the years since 1963. 
However, unlike the 1973 Match Project, 
these earlier linkage attempts were 
made only with a subsample of the cases 
in the survey. In some instances, like 
the Pilot Linkage work referenced in 
the text, the subsample was 
representative of the total civilian 
noninstitutional population. In other 
instances, only certain subgroups were 
represented, such As persons 60 years 
or older. 

3/ It was possible, as is described in the 
second paper at the session, to find 
about half of the SSN's which were not 
reported initially. SSN's found for 
persons who refused, however, could not 
be returned to the Census Bureau, since 
to do so would violate the respondent's 
expressed wish in this regard. 
Instead, at Social Security, the 
characteristics of the refusals are 
being analyzed as a group and ad- 
justments to the overall match results 
will be made accordingly. 

4/ Our best estimate is that about 98 
percent, or perhaps a little more, of 
the U. S. noninstitutional population 
17 years or older have been issued 
SSN's. For persons 14 to 17 years old, 

80 and 90 percent have been 
issued numbers. 

5/ Age is determined as of March 17, 1973. 
This differs from the age variable used 



in the other two papers, which is in 
terms of age attained in 1972. 

6/ The March household respondent is being 
identified here. Usually, but not 
always, this was the same individual 
who responded to the SSN question. The 
SSN information may have been obtained 
at any time from December 1972 through 
March 1973, depending on the rotation 
group in which the household was a 
part. 

Recall that, in the discussion of pre- 
vious studies, it appeared that our SSN 
reporting rate improved to about 80 
percent over the 1966 -67 Census study 
rate of 76 percent. It would be more 
valid to contrast our 87 percent SSN 
reporting rate for respondents, since 
each person in the 1966 -67 study was to 
respond for himself. 
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SEARCHING FOR MISSING SOCIAL SECURITY NUMBERS 

Beth Kilss and Barbara Tyler 
Social Security Administration 

As we just learned from the previous 
paper, social security numbers were 
obtained for about 80 percent of the CPS 
sample. This paper focusses attention on 
what we did about the other 20 percent; 
that is, those with missing social 
security numbers. 1/ 

In cases where there was no response to 
the SSN question, a search of social 
security files was made by name and date 
of birth. The search procedures employed 
are described in section 1 of this paper. 
Results of that search are analyzed and 
evaluated in sections 2 and 3. "Find" 
rates are presented by age, race, sex, and 
commonness of last name. An examination 
is also made of the impact on the find 
rates of errors and omissions in the 
variables used in searching. 

1. SSN SEARCHING PROCEDURES 

Information Needed for Searching.- -There 
are a number-Ur-manual-clerical search 
procedures routinely employed at Social 
Security to locate the SSN's of 
individuals who fail to report them. 2 /To 
make optimum use of these procedures, the 
following items from the application for a 
social security number, Form SS -5, are 
considered desirable (see figure 1). 

APPLICATION FOR A SOCIAL SECURITY NUMMER FORM 

Listed in their general order of 
importance, these are: 

1. Full name 4. Father's name 
2. Date of birth 5. Place of birth 
3. Mother's maiden 6. Sex 

name 7. Race 

If all this information is provided, the 
correct account number can be located for 
most individuals. With just the name and 
date of birth, SSN's can still be 
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determined in the majority of the cases. 
However, for persons with fairly common 
last names, it is often necessary to have 
at least the mother's maiden name or the 
father's name or the place of birth or, in 
some instances, all of these, in order to 
find the correct SSN. 

Of the items mentioned above, only name, 
date of birth, race, and sex were 
available from the CPS control cards. 
This lack of information is believed to 
have been detrimental to the find rates, 
as will be seen later in this paper. 

Files Employed in Searching.- -The National 
Index microfilm file is the basic 

source used in general -purpose searches 
for account numbers at Social Security. 
It contains information from the SS -5, or 
updates of the SS -5, for all persons who 
were ever issued an SSN. This was the 
file most heavily relied on in the Match 
Project. All CPS persons 14 years or 
older with a missing SSN were searched for 
in this file. 3/ In addition, because of 
the importance of obtaining complete data 
on benefits, persons 62 years or older 
were also sought in another file as well, 
one restricted just to beneficiaries. 

Both of the microfilm sources employed are 
in sort by last name, first name, middle 
initial, year and month of birth. For the 
Beneficiary file used, name is in strict 
alphabetical order. In the National 
Employee Index file, only the first and 
middle names are alphabetized; the 
surnames are grouped by the Russell 
Soundex Code, which brings together names 
which "sound" alike. 4/ 

Search Procedure. --The first step in the 
procedure for individuals with 

missing SSN's was to check clerically 
against the microfilm, looking for exact 
agreements on name and date of birth. If 
an account number could not be located in 
this way, reasonable variations in the 
information were allowed for --such as 
common variations of first names, dropping 
middle initials shown, substituting 
different middle initials, transposing 
digits in the date of birth, etc. 

Standard Social Security administrative 
practice calls for "re- searching" cases 
where the first attempt to locate an 
account number fails. However, this was 
not done in the Match Project because of 
cost and timing limitations; only a single 
search of the microfilm files could be 
conducted. 



2. BASIC SEARCH RESULTS: GROSS FINDS 

Altogether, there were 24,034 persons with 
missing SSN's for which a name search was 
conducted. 5/ Of these, 2,840 individuals 
(or about 17 percent) were searched for in 
both the National Employee Index file and 
the Beneficiary microfilm file (see figure 
2) . 

Figure 2.- OVERALL SEARCH RESULTS 
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The overall results of these searches are 
as follows: for 10,054 persons (or 42 
percent), no SSN was located; for the 
remaining 13,980 cases, at least one 
possible SSN was found. For 13,297 
persons, or 55 percent of the total sent, 
exactly one SSN was found; there were also 
683 persons (or three percent of those 
sent) where more than one possible SSN was 
returned. 6/ Thus, the overall gross find 
rate for the persons with missing account 
numbers was 58 percent. 

Of course, finding a "possible" SSN for an 
individual is not the same as finding the 
"correct" SSN for that person. In this 
section, however, we will examine the 
gross find rates; that is, the proportion 
of the cases for which a possible SSN was 
found. The last section of the paper will 
look at the extent to which a possible SSN 
turned out to be the correct one. 

-- Persons 14 to 16 years old 7/ had 
the lowest gross find rates of the five 
age categories examined (see figure 3). 
These persons were found just slightly 
less than 50 percent of the time. Many in 
this age group, of course, have not yet 
filed for an account number and, 
therefore, are not in our files. 
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For persons 17 to 24, there was a 12 
percent increase in the gross find rates 
over the 14 to 16 year age group (to 61.8 
percent). The rates decline somewhat for 
the next two age groups (to 57.4 percent 
for the 25 to 44 year age group and 56.5 
percent for the 45 to 61 year age group). 
The downward trend could be attributable 

Figure 3. -GROSS FIND RATES FOR AU. PERSONS WITHOUT SS/PS BY AGE. 
PERCENT 
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to the length of time since the original 
information was given on the Form SS -5. 
It would seem that for younger persons the 
original information given to obtain the 
SSN is more likely to be in agreement with 
that given at the time of the CPS survey. 

Persons 62 years or older had a gross find 
rate of 71.6 percent, an increase of 15 
percent over the previous age bracket. 
This high find rate was due to the fact 
that people in this age group were subject 
to two searches. For the basic search, 
the gross find rate was 51.4 percent; the 
additional Beneficiary file search yielded 
20.2 percent more finds. 

The fact that the find rate for the people 
62 years or older is the highest of all 
the age groups and that they were searched 
for twice has implications for the find 
rates for all other ages. It is virtually 
certain that the other four age groups 
would have had higher find rates if there 
had been time to conduct additional 
searches for them. The two searches 
conducted for persons 62 years or older 
were done concurrently, since they 
involved separate microfilm files. Time 
constraints in the project did not allow 
for additional searches for persons under 
62 years old, as they would have had to be 
carried out successively. 



Race and Sex. --The difference between 
gross find rates for whites and nonwhites 
was very small on an overall basis. Race 
does not seem to affect whether or not a 
searcher would be successful in finding a 
person without an SSN. The gross find 
rates for whites were only about 0.6 
percent higher than for nonwhites. These 
search results are in contrast to the 
large differences in gross find rates 
between males and females. Being male 
improved the chances that a person would 
be found by about 5.4 percent overall. 
There are particularly large differences 
in the gross find rates for males and 
females between the ages of 17 and 61 

years (see figure 4). The gross find rates 

Figure 4. -GROSS FIND RATES FOR MALES AND FEMALES BY AGE 
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for males in this age group are about 8 to 
10 percent higher than for females of the 
same ages. Most women 17 to 61 years of 
age are married or have been married. One 
possible explanation for the higher gross 
find rates of males versus females is that 
often a female reports her married name in 
the CPS survey but has failed to report 
this change of name to Social Security. 
Therefore, she appears on the National 
Employee Index file under her maiden name 
and cannot be found. 

Males did not have higher gross find rates 
in every age group. At age 62 years or 
older, the gross find rates for women are 
about 2.3 percent higher. A possible 
explanation for this could be that there 
are more women who are beneficiaries at an 
earlier age than men; therefore, we were 
more successful in locating these persons 
in the Beneficiary file. 
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The overall results of the name searching 
seem to indicate that gross find rates 
were affected more by sex than by race and 
that we were more successful in locating 
males without SSN's than females. 

Completeness of Name. --As we stated 
earlier, the CPS control card provides 
only some of the information necessary to 
successfully search for a person. A 
furthér difficulty arises in that the 
information that was available was not 
always complete. Of the total number of 
persons for whom a search was made, full 
name information was available for only 
14.4 percent of them. For most of the 
remaining persons the first name was 
present, but middle names or initials were 
missing. 

The results of the name searching indicate 
that improved find rates are associated 
with the presence of a middle name or 
initial. For all persons without an SSN 
for whom there was a full name, gross find 
rates were about 5.4 percent higher than 
for those persons with an incomplete name. 
Among the four race and sex groups, gross 
find rates were always higher when the 
full name was provided (see figure 5). The 

Figure 5. -GROSS FIND RATES BY COMPLETENESS OF NAME INFORMATION, 
RACE, AND SEX 

84.4% 

WHITE MALES 

ElNAME INFORMATION COMPLETE 

NAME INFORMATION INCOMPLETE 

81.9% 

NONWHITE MALES 

82.3% 

WHITE FEMALES 

81.3% 

NONWHITE FEMALES 

find rates improved more for females than 
for males (from 55.0 percent to 62.3 
percent for white females and from 55.6 
percent to 61.3 percent for nonwhite 
females; from 60.9 percent to 64.4 percent 
for white males and from 59.7 percent to 
61.9 percent for nonwhite males). Thus 
the net increase was 7.0 percent for 
females as compared to 3.4 percent for 
males. By race there was also some 
difference in the amount of the 
improvement, but this was not as great as 
by sex --5.9 percent for whites versus 4.1 



percent for nonwhites. It is not obvious 
why improved find rates for complete name 
information are associated with females in 
particular. However, it is clear that 
gross find rates would have improved 
substantially had full name information 
been available for all persons. 

Commonness of Last Name. --In addition to 
comp eteness name information, 
commonness of surname is an important 
variable in searching for social security 
numbers. In fact, it may be the most 
important of all the variables we are 
considering in this paper. Gross find 
rates for persons with very common names 
are higher than for persons with less 
common ones, as can be seen in figure 6 

(see the appendix for discussion and table 
of common names). It turns out to be much 

Figure 6.-GROSS FIND RATES FOR ALL PERSONS BT COMMONNESS OF 
LAST NAME AND COMPLETENESS OF NAME 

PERCENT 

PERSONS WITH COMPLETE 
NAME INFORMATION 
ALL PERSONS 

IST 12TH 51ST 
TO TO TO 

11TH 120TH 
1961 RANK OF LAST NAME 

OTHER 

more likely that a possible SSN or SSN's, 
would be found for a Mr. Smith or Ms. 
Johnson than for someone with a less 
common name. 

The find rates show a strong downward 
trend with decreasing commonness of 
surname. The gross find rate for persons 
having the eleven most common names is 
72.7 percent. For persons having surnames 
which ranked 12th to 50th, the find rate 
drops to 69.1 percent and, then, to 65.8 
percent for surnames which ranked 51st to 
120th. For persons with all other names, 
the find rate is the lowest (55.4 
percent). 

Figure 6 also shows the improvement in the 
gross find rates when the full name was 
available. The completeness of name 
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improved the gross find rates by two 
percent for persons with the 11 most 
common names. For the other groups, the 
improvement ranged from 3.6 percent to 5.4 
percent, with the maximum increase 
occurring for persons whose surnames 
ranked 51st to 120th. 

3. RINGER SAMPLE RESULTS: NET VERSUS GROSS 
FIND RATES 

Rin er Sample. --A stratified sample of 
persons reporting valid SSN's was 

selected and searched for in essentially 
the same way and at the same time that the 
searching was done for persons without an 
SSN. We refer to these persons as the 
ringer sample. Like the persons without 
SSN's, these "ringers" were also 14 years 
or older. The purpose of processing this 
sample was to provide an internal measure 
of the quality of the SSN searching. The 
sample was drawn proportionately (by age, 
race, and sex) with some oversampling 
among persons having one of the 120 
surnames most common in 1964. 

The overall gross find rate of 71 percent 
for the ringer sample is higher than the 
58 percent gross find rate for persons who 
did not have an SSN originally. The 
difference between these search results 
arises for the following reasons: 

1. A higher gross find rate was ex- 
pected for the ringer sample, as it 
included only persons who actually 
had been issued an SSN. 

2. Date of birth, race, and sex infor- 
mation were complete for the ringer 
sample but were not necessarily 
complete for persons without an 
SSN. 

3. In some respects, the ringer sample 
is not representative of the basic 
cases. For example, persons age 14 
to 16 make up 3.8 percent of the 
ringer sample, while 23.4 percent 
of the basic cases are age 14 to 
16. 

Net Find Rates Overall. --For about 62 

percent of the gers, the "correct" 
SSN was found. 8/ This net find rate is a, 

measure of the nimber of persons for whom 
the social security number found was the 
same as the number originally reported in 
the CPS. 

The net find rate is nearly nine percent 
lower than the overall gross find rate for 
the ringers. One of the reasons searchers 
did not always locate the correct SSN 
becomes apparent when examining the gross 
and net find rates for the ringer sample 
by commonness of last name (see figure 7). 

Net Find Rates Commonness of Last 
Name. -- Higher gross-Mr-Fates 



persons with one of the more common last 
names continued to be true for the 
ringers, just as it was for the overall 
search. In contrast to the gross find 
rates, the net find rates decrease with 
increasing commonness of last name. 
Although it is easier to find at least one 
possible SSN for people with common names, 
there appears to be considerable 
difficulty in selecting all the possible 
SSN's for such people. Thus, finding the 
correct SSN occurs less often in these 
cases. 

For persons with names among the 11 most 
common, the net find rate is about 30 per- 

Figure 7. -FIND RATES FOR RINGER SAMPLE BY COMMONNESS OF LAST NAME 

PERCENT 

GROSS FIND RATE 
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cent lower than the gross find rate. 
However, there was only about a 5.5 
percent difference between the gross and 
net find rates for those persons with 
names other than the 120 most common. 

Net Find Rates Age, Race, Sex and 
Completeness of Name. --While differences 
between the pattern of gross and net find 
rates are at their greatest by commonness 
of last name, there are also some 
differences by age, race, sex, and 
completeness of last name: 

1. at.--Gross find rates exceed the 
net find rates by at least 5.4 
percent for all age categories, as 
can be seen below: 
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Age 
(in years) 

Ringer Find Rates 
Gross Net 
Finds Finds 

14 to 16 68.9% 
17 to 24 66.6% 
25 to 44 67.6% 
45 to 61 67.5% 
62 or older 87.1% 

63.5% 
58.4% 
58.8% 
58.4% 
75.8% 

The smallest difference occurs for 
the 14 to 16 year olds and 
increases as a function of 
increasing age to a maximum of 11.3 
percent for persons age 62 or 
older. 9/ 

2. Race and Sex. --Net find rates were 
always at least 8.5 percent lower 
than gross find rates for each race 
and sex group (see figure 8). For 
nonwhites, the difference between 
the rates was the largest (13.1 
percent). Males had the highest 
net find rate (64.7 percent), while 
nonwhites had the lowest (52.7 
percent). 

There appears to be a race effect 
for ringer gross finds which does 
not exist in the basic sample; 
however, it is hard to judge how 
important this is because of the 
smallness of the ringer sample for 
nonwhites (184 cases). 

3. Completeness of Name Information.- - 
The gross and net 7ind rates for 
ringer persons with complete name 
information are 72.9 percent and 
65.7 percent, respectively. The 
corresponding rates for ringer 
persons with incomplete name 
information are 69.9 percent and 
60.4 percent. In other words, when 
complete name information was 
available, there was a 2.9 percent 
increase in the gross find rate and 
a 5.3 percent increase in the net 
find rate. 

Conclusion. -- Social security numbers were 
originally reported for about 80 percent 
of the CPS sample. We attempted to 
improve this reporting rate by modifying 
Social Security's searching procedures in 
order to obtain additional SSN's. 
Possible SSN's were located for about 58 
percent of all persons without an SSN.10/ 
Based on the results of the ringer sample, 
correct SSN's may have actually been found 
for about 50 percent of all the persons 
for whom a search was made. This effort 
has, in effect, cut in half the number of 
SSN's originally not obtained from the 
survey data. 



APPENDIX ON COMMONNESS OF LAST NAME 

According to a 1964 study done by the 
Social Security Administration,11/ the 
eleven most common surnames at Eat time 
each occurred over 500,000 times. In 
fact, there were nearly 1.7 million 
account numbers for the name Smith alone. 

Table 1. -- 1964 Surname Summary 

Rank of 
Surname 

Minimum Number 
of Records 
per Name 

1 to 11 500,000 
12 to 50 209,000 
51 to 120 117,000 
121 to 2183 10,000 
All other names 1 

Percent 
of File 
(percent) 

5.89 
7.28 
6.39 

33.15 
47.29 

As can be seen from table 1, although the 
file contained over a million different 
surnames, the top 120 names accounted for 
20 percent of all the records on the file, 
and the top 2,183 names accounted for 
about 53 percent of the file. 

Since 1964, approximately nine million new 
records have been added each year, 
including new account numbers and changes 
of name. By the time of the 1973 CPS, 
there were nearly 210 million account 
numbers. Comparison of the 120 most 
frequent surnames from the 1973 CPS with 
the results of the 1964 study shows that 
most of the names did not change (see 
table 2). In particular, the eleven most 
common names stayed the same, although the 
ordering within the group changed 
somewhat. For the names ranking 12th to 
50th, there is considerable reordering 
within these 39 names and six name 
replacements. Among the 51st to 120th, 
there are 10 additional name replacements. 

In other words, six names cross from the 
12th to 50th group into the 51st to 120th, 
and 10 names move from the 120 most common 
to a rank below 120. Despite these 
changes, it appears that the 1973 findings 
are substantially in agreement with the 
1964 results. 

FOOTNOTES 

1/ The searching procedures described 
here were only possible for persons 
for whom a last name and a year of 
birth were available. Therefore, for 
March CPS cases which were not matched 
to a control card, no search could be 
conducted. Furthermore, it should be 
pointed out that the results described 
in this paper are not just for persons 
in households interviewed in March, as 
was true for the previous paper. In 
situations where an interview had been 
secured for an eligible household in a 
month other than March 1973, a search 
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was also made for the SSN's of persona 
14 years or older whenever these were 
missing. This additional step was 
taken in order to allow some analysis 
of the CPS noninterviews to be 
conducted. 

2/ Electronic searching procedures are 
being developed at SSA to replace the 
existing clerical processing. Fully 
automated searches for account numbers 
will be installed over the next few 
years. 

3/ No search was made for CPS persons 
under 14 years of age, because, for 
these individuals, no income infor- 
mation was available in the survey. 

The first character of the Soundex 
code is the first letter of the 
surname. The remaining three digits 
are obtained by assigning a numerical 
value to letters which produce 
equivalent sounds. See [95] or [147] 
for details. 

5/ Name searches were also conducted for 
3,941 cases where the original SSN 
reported in the CPS was suspected of 
being incorrect. Also searched for 
were an additional 1,930 cases where 
the SSN was judged to be "correct." 
This step is described in section 3. 

6/ In most instances, when more than one 
SSN was returned from the search, the 
reason was that the searcher could not 
determine which, if any, of the 
possible SSN's was the correct one. 
In some cases, however, the multiple 
possible SSN's may all have actually 
belonged to the individual in 
question. (See the general session 
introduction for more discussion of 
the, problem of nonuniqueness in the 
SSN.) 

7/ Age, as measured here and elsewhere in 
this paper, is that attained in 1972. 

8/ For the basic sample, the gross find 
rate was 58 percent. Taking into 
account the differences between this 
sample and the ringer sample, the net 
find rate for the basic sample is 
estimated to be approximately 50 
percent. 

9/ The net find rate for beneficiaries 62 
years or older may be somewhat 
understated as, sòmetimes, the SSN 
found in the Beneficiary Microfilm 
file is not that of the person for 
whom a number is being searched, but 
of a spouse, for example. This is all 
that is needed, however, for, even 
though we did not find the 
individual's own number, SSA keeps a 
cross -reference system which links 
together persons who receive benefits 



Table 2.-- COMPARISON OF RANKINGS OF COMMON SURNAMES: 1964 and 1973 

Ranked According to Findings of 1964 Study Ranked According to CPS 1973 Result 

1964 
Rank 

1973 
Rank 

Name 1964 
Rank 

1973 
Rank 

1964 
Rank 

1973 
Rank 

1964 
Rank 

1973 
Rank 

Smith 1 Bailey 61 53 Smith 1 1 Mummy 47 61 
Johnso(n) 2 2 Garcia 62 64 Johnson) 2 2 Long 77 62 

3 3 Ward 63 87 Willia(ms) 3 3 Patter(son) 91 63 
Brown 4 6 Cox 64 47 Jones 5 4 Garcia 62 64 
Jones 5 4 Stevens) 65 48 Miller 6 5 Evans 42 65 
Miller 6 5 Howard 66 70 Brown 4 6 Gonzai(es) 55 66 
Davis 7 8 Bennet(t) 67 96 Anders(on) 9 7 Rogers 51 67 

Martínez) 8 9 Sander(s) 68 97 Davis 7 8 Nichol(s) 72 68 
Anders(on) 9 7 Brooks 69 98 Martin(es) 8 9 Ellis 107 69 
Wilson 10 11 Watson 70 50 Rarris(on) 11 10 Reward 66 70 
Rarris(on) 11 10 Gray 71 93 Wilson 10 11 Cooper 56 71 
Taylor 12 17 Nichol(s) 72 68 Thous 14 12 Bell 58 72 
Moors 13 16 Sullivan) 73 73 White 16 13 Sullivan) 73 73 
Thomas 14 12 Hughes 74 82 Thompson) 15 14 90 74 

15 14 Myers 75 55 Jackson) 17 15 Olson 111 75 
White 16 13 Ross 76 78 Moore 13 16 Foster 81 76 

Jackson) 17 15 Long 77 62 Taylor 12 17 Powell 84 77 
Clark 18 18 Price 78 79 Clark 18 18 Ross 76 78 
Roberts) 19 20 Russel(1) 79 102 Allen 26 19 Price 78 79 
Peters(on) 20 41 Fisher 80 60 Robert(s) 19 20 Kennedy) 109 80 

Lewis 21 26 Poster 81 76 Morris(on) 25 21 Jacobson) 94 81 

Walker 22 22 Henderson) 82 95 Walker 22 22 Hughes 74 82 
Robins(ce) 23 33 Daniel(s) 83 89 Baker 31 23 Marsha(11) 108 83 

Nall 24 27 Powell 84 77 King 28 24 Wallace) 92 84 
Morris(ce) 25 21 Perry 85 58 Young 27 25 Snyder 113 85 

Allen 26 19 Butler 86 115 Levis 21 26 Graham 93 86 

Young 27 25 Janes 87 112 Nall 24 27 Ward 63 87 

King 28 24 Jenkin 88 109 Scott 33 28 Kelly 59 88 
Wright(son) 29 35 Barnes 89 101 Adams 34 29 Daniel(s) 83 89 

Nelson 30 37 Reynolds) 90 74 Cook 50 30 112 90 

Baker 31 23 Patter(son) 91 63 Green 36 31 Gibson 115 91 

Rill 32 38 Wallace) 92 84 Edward, 49 32 Rayes 106 92 

Scott 33 28 Graham 93 86 Robins(on) 23 33 Gray 71 93 

Adams 34 29 Jacobs(on) 94 81 Phillips) 40 34 Ford 114 94 

Richards) 35 36 Simeon(s) 95 Wright son) 29 35 Henderson) 82 95 

Green 36 31 Colena(n) 96 108 Richards) 35 36 Bennett) 67 96 

Lee 37 42 97 59 Nelson 30 37 Sander(s) 68 97 

Mitche(11) 38 45 Lopes 98 134 Rill 32 38 Brooks 69 98 

Caapbe(11) 99 43 Stephs(ns) 99 129 Collins) 45 39 Cole 102 99 

Phillips) 40 34 Rivera 623 Carter 41 40 Simon(*) 95 100 
Carter 41 40 Murray 101 105 Peters(on) 20 41 Barnes 89 101 

Evans 42 65 Cole 102 99 Lee 37 42 Russel(1) 79 102 

Stewar(t) 43 56 McDonald) 103 146 Campbe(11) 39 43 Gordon 124 103 
Turner 44 54 Alexander) 104 106 Wood 60 44 Rodrigues) 48 104 
Collins) 45 39 West 105 141 Mitche(11) 38 45 Murray 101 105 
Parker 46. Sl Hayes 106 92 Reed 57 46 Alexander) 104 106 

47 61 Ellis 107 69 Cox 64 47 Stone 136 107 
Rodriguez) 48 104 Marsha(11) 108 83 Steven(s) 65 48 Coleaa(n) 96 108 
Edward 49 32 Kenned(y) 109 80 Griffi(n) 52 49 Jerkin 88 109 
Cook 50 30 Jordan 110 188 Watson 70 50 Matthe(ws) 184 110 

,Rogers 51 67 Olson 111 75 Parker 46 51 Walters) 139 111 
Griffin) 52 49 Schaid(t) 112 90 Christian) 53 52 James 87 112 

Christian) 53 52 Snyder 113 85 Bailey 61 53 Meyer 129 113 

Morgan 54 57 Ford 114 94 Turner 44 54 Berry 176 114 

Goasal(es) 55 66 Gibson 115 91 Myers 75 55 Butler 86 115 
Cooper 56 71 Burns 116 161 Stewar(t) 43 56 Webb 128 116 
Reed 57 46 Bryant 117 118 Morgan 54 57 Palmer 138 117 

Bell 58 72 Rernan(dez) 118 144 Perry 85 58 Bryant 117 118 

Kelly 59 88 Wells 119 193 Haailt(on) 97 59 Lucas 258 119 

Wood 60 44 120 147 Fisher 80 60 Ryan 140 120 

The letters in parenthesis following certain names are intended to show 
included. The 1964 results are based on a census of the account number 
are based on all sample persons in the March 1973 CPS who were 17 years 
in Puerto Rico are excluded from the CPS but not from SSA's files; then 
names in the 1964 study tended to be less important in 1973. 
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some of the more common surnames 
files of SSA. The 1973 results 
of age or older. Persons living 
efore some of the common Spanish 



on the same number, and, thus, it will 
eventually be possible to locate the 
required SSN. 

10/ In searches for missing SSN's of 
special population groups (for ex- 
ample, the aged [69]), the gross find 
rates attained in past studies have 
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tended to be better than those for the 
1973 Match Project. However, search 
results for samples from the general 
population (e.g.,[147]) are comparable 
to those shown here. 

11/ U.S. Social Security Administration. 
Report of Distribution of Surnames in 
the Social Security Account Number File, 
1964 (processed). 



VALIDATING REPORTED SOCIAL SECURITY NUMBERS 

Cynthia Cobleigh and Wendy Alvey 
Social Security Administration 

In the first two papers at this session, 
the discussion has focussed on the problem 
of incomplete reporting of social security 
numbers in the March 1973 Current 
Population Survey and what we have done 
about it so far. This paper will examine 
the degree to which the SSN's reported in 
the survey are "correct." Comparisons are 
made between name, race, sex, and date of 
birth, as shown on the CPS, and the SSA 
values for these items. In some cases, it 
is fairly obvious that the account number 
reported in the survey was incorrect. 
However, the confirmatory information is, 
itself, subject to response error, so some 
tolerance must be allowed. This paper 
describes some of the considerations that 
need to be taken into account in deciding 
what tolerances will be necessary. 1/ 

Section 1 provides an overview of the 
validation process and a brief examination 
of certain obvious errors that occurred. 
After eliminating from further analyses 
definable cases containing such errors, 
there remain persons for whom it is 
reasonable to construct CPS -SSA compar- 
isons of demograhpic characteristics. For 
these individuals, sex and race differ- 
ences are examined in section 2. In 
section 3, surname comparisons are made. 
Sections 4 and 5 deal with date of birth 
and age, respectively. 

1. AN OVERVIEW 

Every available SSN "belonging" to a 
survey person had to be checked. 2/ The 
purpose of this procedure was to 'etermine 
whether the same number on the SSA 
administrative record and the CPS record 
was referring to the same individual. The 
search for a matching SSN was conducted on 
the Social Security Administration's 
Summary Earnings (Magnetic Tape) File, 
which contains a record for each of the 
210 million account numbers ever issued. 
The SSN's sent through this search came 
from various sources. 

When the survey data was placed on tape in 
Jeffersonville, it was keyed twice. The 
first time a person's record was con- 
structed, it went onto what is termed the 
"A" file. In the second round, done by 
more experienced operators, these "A" 
records were verified, rekeyed when 
differences arose, and put on the "B" 
file. We were not necessarily convinced 
that the "B" file contained the more 
accurate data. There are subjective 
elements involved in the process, such as 
the ability to read the handwritten survey 
forms, which made this judgment 
inadvisable without further investigation. 
So, initially, we processed both. After 
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validation procedures were completed, we 
determined that the "B" file actually did 
contain much more accurate data; 
therefore, in all following discussion, 
"reported SSN's" will refer to the "B" 
file only. 

For these reported SSN's, some preliminary 
comparisons on sex, race, name, and date 
of birth were examined. Based on gross 
dissimiliarities of names and dates of 
birth, a subset of these SSN's were 
processed through the manual search. In 
addition, for persons without an SSN in 
the survey, the manual search described in 
the preceding paper was done. 

Figure 1.- ACCOUNT NUMBERS BY SOURCE 

ORIGINAL "S" FILE SSN 

NO ORIGINAL SSN 
FOUND 

MANUAL 

OTHER' 

ORIGINAL "A" FILE SSN 

Figure 1 illustrates the various sources 
of all the account numbers that we now 
have for the 1973 Match Project. As can 
be seen, about four percent came from the 
"A" file; 80 percent came from identical 
"A" and "B" records or from a "B" record 
only. Another 13 percent of the total 
SSN's were obtained for persons who were 
missing a number in the survey. The 
additional manual search, carried out for 
SSN's judged to be incorrect, yielded 2.6 
percent more numbers. 

Originally Reported SSN's. --This paper 
will mainly concern itself with the subset 
of reported SSN's (i.e., "B" file cases) 
from which obvious errors have been 
excluded. Before limiting ourselves to 
this universe, though, some brief remarks 
about the types of errors encountered seem 
appropriate. About three percent of the 
SSN's are not now considered viable 
possibilities. Over half of them (2.06 
percent) were found to be transposition or 
single digit errors. Furthermore, some 
persons reported an SSN belonging to 



another household member (.53 percent). 
This could occur if, for example, a woman 
reported the number under which she 
collected benefits, rather than her own. 
The remaining SSN's (.45 percent) could 
not be located in the administrative 
files. 

The causes of these errors are varied. 
Keypunching and copying mistakes are only 
two of the several possibilities. In any 
event, it is not meaningful to conduct a 
CPS -SSA comparison of demographic charac- 
teristics in such cases. Eliminating 
these errors from further discussion, we 
will now focus our attention on what can 
be considered the potentially "good" 
segment of reported SSN's. The first two 
characteristics to be considered are sex 
and race. 

2. SEX AND RACE AGREEMENT 

Agreement on Sex.- -When considering sex 
alone, figure illustrates that for 96 

2.- AGREEMENT ON SEX FOR PERSONS WITH POTENTIALLY 
"GOOD" ORIGINAL SSN'S 

CPS AND SSA AGREE 

CPS AND SSA DISAGREE 

ONE OR BOTH UNKNOWN 

percent of the cases with potentially 
"good" original SSN's, CPS and SSA sex 
agree. In this group, females and males 
are represented in about the same 
proportions as in the population. Of the 
remaining persons, 1.1 percent reported 
sex as unknown on either one or both 
files, while 2.7 percent disagreed on sex. 

An interesting pattern emerges among the 
cases whose CPS -SSA sex is in 
disagreement; almost two -thirds are SSA 
male /CPS female combinations. It can be 
ventured that a majority of these account 
numbers were reported by widows who gave 
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their husband's SSN, under which they are 
receiving benefits. Since these women 
have their own number, the situation will 
be remedied when the benefit portion of 
the project is matched in. This step will 
substitute the correct SSN for the present 
one. 3/ 

Agreement on Race. -- Considering race 
alone, figure 3 iingtrates that, about 94 

3.- AGREEMENT ON RACE FOR PERSONS WITH POTENTIALLY 
"GOOD" ORIGINAL SSMS 

AND SSA AGREE 

CPS AND SSA DISAGREE 

ONE OR BOTH UNKNOWN 

percent of the time, the Census and SSA 
records agree on race, with whites and 
nonwhites being represented in the same 
ratio as in the population. The 
proportions of persons in the unknown and 
disagreement categories have reversed from 
what was noted for sex. Unknown race was 
reported on one or both files 4.7 percent 
of the time; only 1.7 percent had a CPS - 
SSA race disagreement. 

Before examining agreement on sex and race 
combined, let us suggest some possible 
explanations for the different patterns 
between race and sex when they are unknown 
or disagree. As just mentioned, there is 
a much higher incidence of unknown race as 
opposed to unknown sex. The proportion of 
unknowns in the CPS and SSA files also 
differ, as can be seen below: 

Table 1. -- Percentage of cases with 
unknown race or sex by source 

Sex Race 

SSA unknown 0.14 2.90 
CPS unknown 0.92 1.78 
CPS and SSA 
unknown 0.00 0.04 



The manner in which the SSA data was 
collected may be the source of some of the 
problem. Social Security information on 
race and sex is generally taken from the 
original application for a social security 
number, Form SS5. For a short period of 
time, IRS Form 3227 was used in 
cooperation with the Internal Revenue 
Service to provide SSN's for taxpayers who 
needed such identification. This form did 
not request race information. Although it 
was later changed to include this 
additional data, no effort was made to 
obtain a race for those who received 
account numbers in the interim; their race 
remained unknown. 

It is likely that a substantial portion of 
the disagreement on race arises from the 
way it is collected in the CPS. Census 
interviewers do not ask the race question; 
the control card is filled in based on 
observation. Unless all household members 
are present to make another conclusion 
possible, the interviewer generally 
assumes that all related individuals are 
the same race. The respondent's race may 
be difficult to determine or other 
household members may be of a different 
race, and, as a result, race disagreements 
may occur. 

Agreement on Sex and Race Combined.- - 
Combining sex and race pro the 
results displayed in figure 4. Here, 91 

Figure 4.- AGREEMENT ON SEX AND RACE COMBINED FOR PERSONS WITH 
POTENTIALLY ORIGINAL SSN'S 

CPS AND SSA AGREE 

CPS AND SSA DISAGREE 

ONE OR BOTH UNKNOWN 

90.7% 

percent of the persons with potentially 
"good" original SSN's reported the same 
sex and race to both Census and Social 
Security. Unlike the distributions when 
sex and race are considered separately, 
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the proportion of unknowns and 
disagreements are relatively equal. Sex - 
race combinations that disagree comprise 
3.9 percent of the cases, while unknowns 
constitute the remaining 5.4 percent. 

3. SURNAME AGREEMENT 

In this discussion, the complete surname 
is not being compared; all references to 
surname pertain to no more than the first 
six characters. 4/ Figure 5 illustrates 
the results when names are examined char - 
acter-by- character. Regardless of the 
other characteristics, we can say with 
relative certainty that the 89 percent who 
have surname agreement on the first char- 
acter and four or five of the remaining 
characters are the same individual on both 
files. 

Figure 5. -NAME AGREEMENT FOR PERSONS 
WITH POTENTIALLY "GOOD" ORIGINAL SENS 

FIRST CHARACTER AGREES ANO 

5 OR 4 OF NEXT 5 AGREE 

FIRST CHARACTER AGREES AND 
3 OR 2 OF NEXT 5 AGREE 

ALL OTHER 

At first glance, it would appear as though 
all persons in the striped area (eight 
percent) should be discarded since the 
character -by- character surname disagree- 
ment is substantial. However, this 
particular group points out the problems 
that arise when only a single variable is 
used to evaluate a match. CPS women 
comprise 69 percent of this pie section; 
of these females, 59 percent are 
individuals whose other characteristics 
(sex, race, and date of birth) agree 
exactly. What has occurred for these 
women is that the name in SSA's 
administrative records is most probably a 
former one, and the* SSN does refer to the 
same person on both files. 

It is much more difficult to say anything 
definite about the 2.5 percent who lie 
between the two extremes. It will prob- 



ably prove true that no single decision 
will resolve all the cases in this fuzzy 
in- between group. Those whose "demog- 
raphics" strongly agree are likely to be 
victims of a spelling or keypunching 
error. However, obviously, as more dis- 
agreement on various characteristics 
appears, we become more inclined to con- 
clude that the CPS and SSA persons are not 
the same. 

Instead of taking into consideration six 
characters of the surname, we could apply 
a number of other rules, one of which is 
to confine the evaluation to only the 
first four characters. Such a standard 
has been used by the Internal Revenue 
Service. 5/ According to the IRS rule, 
two surnames are judged the same if the 
first character agrees and, of the next 
three, there is no more than one 
difference or one transposition. 
Referring back to figure 5, if the first 
character agrees and, at most, one of the 
remaining five disagrees, this standard 
would be satisfied. Most of the cases in 
the remaining two pie sections would be 
rejected, however. The main exceptions 
are the previously- mentioned women whose 
former surname appears on the 
administrative record. IRS validates only 
the husband's SSN on a joint return, and, 
in actuality, these women would not even 
be examined by them. 

4. DATE OF BIRTH AGREEMENT 

Date of birth has been of use in evalu- 
ating surname. It merits some remarks as 
a variable in itself. 

Figure 6 provides an illustration of the 

6. -BIRTH AGREEMENT FOR PERSONS WITH POTENTIALLY "GOOD" 
ORIGINAL SSN'S 

MONTH AND YEAR OF BIRTH 
AGREE EXACTLY 

YEAR OF BIRTH 
DISAGREES, BUT 
3 OUT OF 40F 
DATE OF BIRTH 
DIGITS AGREE 

1.2% 

BIRTH 
UNKNOWN OR 

OTHER 
DISAGREEMENT 

YEAR OF BIRTH 
AGREES WITHIN 

2 YEARS 
6.2% 

78.8% 

YEAR OF BIRTH AGREES EXACTLY; 
MONTH OF BIRTH UNKNOWN 

OR DISAGREES 
2.2% 
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distribution of date of birth agreement. 
In 80 percent of the cases, persons re- 
ported exactly the same month and year of 
birth to both Census and Social Security. 
Even though this exact agreement is some- 
what less than that cited earlier for sex 
and race, it still indicates a very re- 
spectable rate. In about two percent more 
of the cases, year of birth agrees 
exactly, but month of birth either 
disagrees or is unknown. The rest of the 
records contain disagreeing years of 
birth. However, at least half of them are 
similar enough to be acceptable for 
matching if other characteristics agree, 
such as sex, race, and surname (i. e., the 
eight percent which agree within two years 
and the one percent for which three out of 
four of the date of birth digits agree). 
The remaining nine percent of these cases 
either have an unknown year of birth or 
some other disagreement on year of birth. 

5. AGE AGREEMENT 

Overall Agreement b Class. --In this 
section, we will confine our examination 
of age agreement to those persons who re- 
ported the same race and sex to both Cen- 
sus and Social Security. Figure 7 pre- 

Figure 7. -AGE CLASS AGREEMENT IN MATCH AND PILOT LINK STUDIES FOR 
PERSONS WITH SSA AGE 14 OR OLDER HAVING POTENTIALLY 
"GOOD" ORIGINAL AND AGREEMENT ON RACE AND SEX 

PERCENT 
100 

MATCH 

PILOT LINK 

14 20 25 35 40 45 50 60 82 65 70 75 60 85 
TO TO TO TO TO TO TO TO TO TO TO TO TO TO TO OR 

21 29 31 38 44 49 54 81 74 MORE 

SSA AGE (In 

sents the total distribution of such cases 
by age class agreement. 6/ Here the 1973 
Match information (the solid line) is com- 
pared to an earlier Pilot Linkage Project 
(the broken line) which was also conducted 
jointly by SSA and the Census Bureau. SSA 
age group is plotted on the horizontal 
axis; the vertical axis shows the 
percentage of individuals in each SSA age 
group who were in the same age class in 
the CPS. 

It is quite evident from looking at the 
Match data that there is a marked downward 
trend in age class agreement as age in- 



creases. One possible explanation for 
this is that, as time elapses since the 
date of birth was originally reported to 
Social Security, awareness of SSA age and, 
hence, consistency in CPS -SSA age report- 
ing decline. Three points, however, seem 
to vary from the trend. At ages 60 to 61, 
the amount of age class agreement drops 
below the expected level (to 90 percent). 
This may be partially due to the fact that 
this age class is smaller than the rest 
(and, hence, specifications for falling in 
the cell are more stringent). The next 
two age groups show agreement which is 
decidedly higher than the trend. This 
occurs at the time in these individuals' 
lives when they are applying for or, at 
least, inquiring about Social Security 
benefits. 7/ It is, therefore, reasonable 
to suggest that not only they, but also 
members of their households, would be more 
aware of their SSA age. Consequently, 
CPS -SSA age reporting would tend to be 
more consistent. 

Up to the 65 to 69 year age group, the 
trends we have commented on in the Match 
data also occur for the Pilot Link Pro- 
ject. The two studies do not, however, 
behave in the same way for older persons: 
the agreement rates for persons 70 years 
or older in the Link study tend to be a 
good bit better than those in the Match. 
This may be due to the fact that SSA bene- 
fit data were used to improve the Pilot 
Link age information; the 1973 Match Pro- 
ject has not yet made use of this addi- 
tional data. 

Age Agreement by Race and Sex. -- Figure 8 

at those o agreee an age class by 

Figure 8. -AGE CLASS AGREEMENT IN THE MATCH AND PILOT LINK STUDIES 
FOR PERSONS WITH POTENTIALLY "GOOD" ORIGINAL SSN'S 
BY RACE AND SEX 

958% 

EjWHITE FEMALES 

® WHITE MALES 

NONWHITE FEMALES 

NONWHITE MALES 

957% 

MATCH PILOT LINK 

149 

race and sex. Here again, the Match and 
Pilot Link studies are compared. It is 
immediately evident that the age class 
agreement distributions by race and sex 
are practically identical for the two sam- 
ples. In both studies, about 96 percent 
of the whites, both female and male, re- 
ported ages to SSA and CPS which fall in 
the same age group; about 90 percent of 
the nonwhites, again regardless of sex, 
agree on age. 

Since there is so little difference in age 
agreement between the sexes, it seemed un- 
necessary to look at males and females 
separately by age group. We do, however, 
consider it worthwhile to look at age 
class agreement by race (see figure 9). 
As can be seen, the curve for whites (the 

Figure 9. -AGE CLASS AGREEMENT FOR PERSONS IN THE MATCH STUDY 
WITH SSA AGE 14 OR OLDER HAVING POTENTIALLY "GOOD" 
ORIGINAL SSN'S AND AGREEMENT ON RACE AND SEX 

14 20 25 30 35 40 45 50 55 82 65 70 75 80 85 
TO TO TO TO TO TO TO TO TO TO TO TO TO TO TO OR 
19 24 29 34 39 44 49 54 59 61 69 74 79 MORE 

SSA AGE lin 

solid line) is quite flat, with only a 
slight downward trend. The dip at ages 60 
to 61 and the subsequent rise in agreement 
rates for 62 to 64 and 65 to 69 year -olds 
are still apparent, but they have become 
noticeably dampened as compared to what 
they were in figure 7. Nonwhites (the 
broken line), on the other hand, show a 
steeper decline in age class agreement as 
age increases. Furthermore, the three de- 
partures from the trend which occur in the 
60 to 69 year -old age period are much 
sharper. This obvious difference in age 
reporting by race is, no doubt, due to 
multiple causes, and no one good explana- 
tion can be ventured at this time. How- 
ever, it should be mentioned that the pat- 
terns shown here are similar to those 
found in other studies which have looked 
at differences in age reporting by race 
[e.g., 36, 101, 139, 147). 

Conclusion. --This paper's analysis of the 
of originally reported SSN's 



is a preliminary one. Even so, several 
interesting patterns have emerged. Cer- 
tain common demographic characteristics 
have been examined, including sex, race, 
surname, date of birth, and age. Overall, 
once obvious errors are eliminated from 
consideration, the extent of agreement be- 
tween the CPS sample information and SSA's 
records is quite high: 

1. SSA -CPS sex and race are the same 96 
percent and 94 percent of the time, 
respectively. 

2. For surname, about 89 percent of the 
persons whose SSN's were matched 
agreed closely enough to be 
considered the same individual. 
Because of the use of a former name, 
the amount of agreement for males 
and females differed significantly 
(92 percent versus 87 percent). 

3. Exact agreement on month and year of 
birth was about ten percent less 
than that for name. When 
disagreements on date of birth were 
examined, it became evident that as 
age increases, agreement decreases. 
One major exception was observed: 
agreement improves substantially at 
the age of retirement. Furthermore, 
age agreement for nonwhites was 
considerably less than for whites, a 
pattern which exists in other 
studies. 

The next step in the Project will be to 
look at all the common CPS -SSA character- 
istics simultaneously and decide exactly 
what tolerances should be established in 
the final matching. 

FOOTNOTES 

1/ Striking the balance between non - 
matches and mismatches not only in- 
volves employing some of the theory on 
"optimum" matching rules (23, 27, 70, 
125, 151), but also requires decisions 
as to what adjustment it will be 
possible to make for nonmatches and 
mismatches in the subsequent analysis. 
For dealing with nonmatches, one of the 
techniques we expect to employ is a 
"raking" procedure, presented in a 1974 
SSA paper entitled "The Rake's 
Progress." For dealing with mismatches 
(which cannot be entirely eliminated no 
matter what matching rule is chosen), 
we hope to use adaptations of standard 
methods that are robust against 
mismatches [73). One such adaptation 
that may have some merit is contained 
in a series of 1974 SSA papers entitled 
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"Fitting Square Tables with Nonsquare 
Procedures." All of these papers are 
available upon request. (See footnote 8 

in the session introduction for the ad- 
dress.) 

2/ The validation included a few cases of 
persons less than 14 years of age with 
a reported account number. 

3/ As these women generally seem to be 
using their husband's SSN rather than 
their own, it is likely that this is 
the number they reported to IRS. Thus, 
in order to obtain tax information for 
these individuals, it will probably be 
necessary to -use their reported number 
rather than their correct SSN for 
matching to IRS' files. 

4/ While the complete last name is avail- 
able from the CPS, only the first six 
characters of the surname were avail- 
able on the Summary Earnings File. 
When benefit data is matched in, we 
will be able to make a more extensive 
comparison for persons who are 
beneficiaries. 

5/ As the Internal Revenue Service is the 
third source of data to be utilized in 
the Match project, it seemed beneficial 
to mention what effect its guidelines 
would have had. The purpose of the IRS 
standard for matching surnames is that 
the posting of social security numbers 
to the tax files can be checked during 
data processing of the returns. 
Surnames have also been compared 
elsewhere (e.g., 91, 95) by using 
procedures other than character -by- 
character checking. 

6/ Both the CPS and SSA ages were calcu- 
lated as of the end of 1972, using year 
of birth. (For the Pilot Link, age is 
as of the end of 1963.) Unfortunately, 
only two digits of the year of birth 
are available on the Summary Earnings 
File. Because of this, it was not 
always possible to distinguish between 
persons under 14 and those 100 years of 
age or older. Thus, we cannot be sure 
that the 85+ age class reflects the 
behavior of all sample persons with an 
SSA age overT years. 

7/ Eligibility for retirement benefits 
begins at age 62, although most people 
do not retire until they reach the age 
of 65. 
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DISCUSSION 

Roger Herriot, Census Bureau 

The work discussed in the three papers 
given at this session represents the 
foundation of the 1973 Match Study. Taken 
together, the papers provide a clear and 
concise blueprint of the construction of 
that foundation and of its strength. I 

think that the authors -- and Fritz 
Scheuren who directed the work -- should 
be commended for the fine job they did. 
Although more remains to be done, soon we 
expect to have a file on which about 90 
percent of the persons 14 years or older 
in the March 1973 Current Population 
Survey will have social security numbers 
that have a high probability of being 
correct. Furthermore, since some of the 
remaining 10 percent of the CPS sample 
have not received a number, we estimate 
that we will have SSN's for about 92 
percent or more of the persons in the 
Study who actually have had a number 
issued to them. 

Foundations have a tendency to get covered 
over as people begin to build upon them. 
Much that might be learned, which would be 
of use to future studies, can, of course, 
be lost because of this. Every effort has 
been made in the 1973 Match Study, as the 
papers at this session attest, to examine 
and reflect on the methods used with a 
view towards improving similar studies 
the future. A number of suggestions along 
these lines can be found in the papers. 
Some of them would require major changes 
in the CPS that may be too expensive to 
implement, such as asking for father's 
name, mother's maiden name, and place of 
birth, etc. Other changes could be made 
at almost no cost, such as having the 
interviewers attempt to get the middle 
names or initials of all household 
members. Procedural changes at Social 
Security might also be made in future 
matching efforts. For example, as was 
pointed out in the second paper, the Study 
would have reaped significant benefits if 
there had been time to "re- search" for the 
missing SSN's of individuals for whom no 
number was found after just one search. 
Hopefully, in future studies, multiple 
searches will be possible, perhaps using 
somewhat more automated techniques. 

In the remainder of my remarks, let me re- 
emphasize and expand on some of the points 
already made about the general nature and 
purpose of the 1973 Match Project. I 

would like to begin by stating 
categorically that this work is not being 
undertaken in anticipation of the 
development of any large -scale data bank. 
In fact, I believe that matched sample 
data sets, such as this one, constitute 
the best defense against the development 
of such a data bank for all persons. The 
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reason is that such data, for a relatively 
small sample of persons, can fulfill 
virtually all of the statistical needs, 
without running the risks for abuse 
inherent in a population data bank. 

STUDY GOALS 

As has been said, the 1973 Match Study is 
a joint statistical project between the 
Social Security Administration and the 
Bureau of the Census. It involves an 
exact match for persons in the March 1973 
CPS -- of their survey data, their Social 
Security earnings and benefits data, and a 
small amount of data from Federal income 
tax returns. The purposes of this project 
are as follows: 

1. To use the administrative data to 
determine the correctness of the 
survey data and to ascertain any 
biases in the Bureau's statistics. 
For example, among the particular 
projects being planned are: 

(a) evaluation of the CPS reporting 
of income with respect to both 
recipiency and amounts; 

(b) evaluation of procedures used to 
allocate missing income amounts; 
and 

(c) evaluation of the weighting and 
control procedures used to 
adjust for noninterviews. 

2. To use the administrative data to 
correct misreporting of the survey 
information and to augment the 
survey with data which the 
respondents were not asked to 
provide, such as work experience or 
income for a number of years. These 
data can then be used in many ways; 
for example, 

(a) as inputs to models which 
simulate the effect of proposed 
new tax -transfer programs or 
changes in existing programs; 

(b) to develop corrected income size 
distributions and to prepare 
estimates of after -tax income 
distributions; and 

(c) to test and evaluate various 
statistical matching procedures. 
This, we feel, is particularly 
important considering the in- 
creasing amount of statistical 
matching which is being 
undertaken. 



CONFIDENTIALITY 

The three -way data linkage required that 
special operating procedures be instituted 
at Social Security and at the Bureau of 
the Census to insure the confidentiality 
of the shared information --in particular, 
to ascertain that the linked data was used 
only for statistical purposes and not 
administrative ones. The laws and 
regulations under which the involved 
agencies operate impose very definite 
restrictions on such exchanges. 

Census Requirements. -- Information derived 
the Bureau of the Census' Current 

Population Survey is governed by policies 
and procedures established under Title 13 
of the U.S. Code. This title requires 
that information about identifiable 
individuals remain under the direct 
control of employees of the Census Bureau 
at all times. On rare occasions, to 
better achieve its statistical goals (such 
as in this linkage project), the Census 
Bureau swears in, as its own temporary 
employees, a small group of employees of 
other agencies. In this instance, those 
Social Security Administration employees 
directly involved in the linkage, about 15 
or so, were hired and sworn in as Census 
employees without compensation. These few 
individuals -- technically employees of both 
agencies at once --have been legally given 
the means for access to both Census Bureau 
and SSA data, so that the linkage could be 
performed. Both "regular" and "special" 
employees of the Census Bureau are, of 
course, sworn to uphold the 
confidentiality of all census information 
and are subject to criminal penalties 
should they fail to do so. 

Social Security Administration Require- 
ments.-- Information derived from Social 
Security Administration files is governed 
by Title II of the Social Security Act and 
the regulations established under that Act 
(specifically, Regulation No. 1, Sections 
401 and 422). To release to the Census 
Bureau SSA earnings and benefit 
information for identifiable individuals, 
a4special Commissioner's decision had to 
be obtained. This decision, dated June 
28, 1973, was made subject to the 
following conditions: 

1. No SSA information was to be given 
to the Census Bureau for any CPS 
respondent who refused to give his 
social security number to the Census 
interviewer. 

2. All SSA data given to the Census 
Bureau were to continue to have the 
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protected treatment required by 
the Social Security laws and regula- 
tions. Furthermore, the data were 
to be subjected to Census' own 
confidentiality restrictions as 
imposed under Title 13. 

3. After linkage, all individual iden- 
tifications must be removed or 
scrambled in the resultant file. 

Internal Revenue Service Requirements.- - 
The Internal Revenue Service (IRS), under 
an executive order (promulgated under IR 
Code Section 6103) provided a magnetic 
tape file of abstracts of 1972 individual 
income tax returns to the Census Bureau 
for statistical purposes. Subsequently, 
IRS agreed to permit the Census Bureau to 
match a very limited amount of this data 
to CPS and SSA information, subject to the 
following provisions: 

1. that individually identifiable IRS 
data continue to be subject to Title 
13 and the various IRS confi- 
dentiality restrictions (speci- 
fically, IRS Code Section 7213); and 

2. that after matching and the removal 
of individual identifiers, IRS is to 
have veto power over any data item 
on subsequent match files to be 
prepared for SSA, if IRS believes 
that the inclusion of the data item 
could possibly result in disclosure. 

As with Census data, unauthorized dis- 
closure of Social Security or Internal 
Revenue Service information is a punish- 
able offense which can result in fines or 
imprisonment or both. 

A number of operational implications flow 
from the above confidentiality require- 
ments. Some examples of the steps taken 
were: 

1. when competing confidentiality 
regulations existed, the strictest 
provisions were followed; 

2. project computer tapes, whether they 
contained linked data or not, were 
stored in locked facilities when not 
in use; and 

3. all Census confidential information 
was in the custody of Census regular 
or special employees at all times. 

As an added precaution, just limited 
abstracts of the basic CPS and SSA data 
were used in the searching and matching 
work done at Social Security. 



LONGITUDINAL COMPARISONS AMONG SURVEY STATISTICS WITH SPECIAL REFERENCE TO 
THE NATIONAL ASSESSMENT OF EDUCATIONAL PROGRESS 

Edward C. Bryant and Morris H. Hansen, Westat, Inc. 

1. Introduction 

The purpose of this paper is to discuss com- 
parison of survey statistics across time, where 
the objective is to measure changes in knowledge, 
skills, and attitudes. While the problem may be 
encountered in a variety of settings, we are con- 
cerned primarily with measuring "progress" in the 
context of the title of the project, "National 
Assessment of Educational Progress" (NAEP). 

That project administers "exercises" to a 
sample of 9 -, 13 -, and 17- year -old children and 
to young adults (26 to 35 years of age). The 

exercises are usually scored as correct or in- 
correct, but some are scored into multiple cate- 
gories. The aggregative measure for an individ- 
ual exercise is a "p- value," which represents the 
percentage of persons whose answers are correct, 
or whose answers fall into (let's say) a given 
attitudinal response category. The p- values are 
not aggregated into test scores for an individual 
person although, as we shall see, some aggrega- 
tion across exercises for groups of people is 
implied in summary measures used for generaliza- 
tions about progress (or lack of it) over time. 

After the first administration, some of the 
exercises were "released," i.e., made public 
along with their p- values. The others were not 
disclosed and were retained for use in future 
administrations to measure change in knowledge, 
skill, or attitude (by comparing p- values). 
There is concern that released exercises might 
be picked up and "taught to" or used in teaching, 
and consequently not be acceptable for measuring 
change. In the following sections we discuss 
procedures and problems in obtaining compara- 
bility of exercises and scoring and in increasing 
the sensitivity of comparisons across time by 
adjustment for background factors. 

2. Comparability of Exercises 

For approximately the half of the exercises 
given during the first administration that were 
not released, the difference between the p- 
values at the second administration and the p- 
values at the first administration is a measure 
of educational progress. Such measures are, of 
course, subject to sampling error. They may also 
be subject to bias: 

a. if the scoring standards change, 

b. if changes in method of administration 
affect the p- values, 

c. if there is a failure in security of 
unreleased exercises, and 

d. if the exercises themselves are related 
to temporal issues. 

We will discuss changes in scoring standards 
in the next section. An important objective of 
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administration procedures is to minimize the ef- 
fect of the method of administration on exercise 
outcome. Changes in procedures, either to im- 
prove them or to cut costs, will have the inevit- 
able effect of reducing comparability. Whether 
it is feasible to introduce changes by splitting 
the sample into halves, one half receiving the 
old procedure and the other the new, depends upon 
cost and the availability of this feature in the 
design. 

The security of unreleased exercises probably 
is not of major concern as long as NAEP can re- 
tain its isolation from political and funding 

issues. NAEP has sometimes been criticized be- 
cause the earth doesn't tremble when its out- 
comes are reported. This probably fosters com- 

parability across time. 

As an example of the relationship of an ex- 
ercise to temporal things, consider the question: 
"What is the name of the President of the United 
States ?" Here, the question may remain the same, 
but the p -value of this exercise may be expected 
to change through the office- holding period and 
may be substantially different for a President 
who is much in the news than for a President who 
is less visible. 

We turn now to the question of release of 
exercises after the second round. Some alterna- 
tives are: 

Alternative 1. Retain the unreleased exer- 
cises from the first round indefinitely, 
using them at each round to measure progress. 

This procedure would seem to produce the maximum 
comparability, but has some obvious shortcomings. 
First, it puts additional stress on the matter 
of security and, in case of any doubts about 
security, confounds the measures of progress 
with possible breaches in security. Second, 

there will be substantial interest in identifying 

the exercises that show extreme gains or extreme 
losses in p- values, but this cannot be done under 
this plan. One can, of course, identify the ob- 

jectives with which the extreme gains or losses 
are associated, but this disclosure may not be 
satisfactory to the educational community. We 
believe that, as a practical matter, it would not 
be feasible to apply this procedure -- an effort 

to take this course is likely to prove exceed- 
ingly difficult if not impossible to follow. 

Alternative 2. Release, at the second 
round, all exercises that were unreleased 
after the first round, retaining as unre- 
leased the new exercises at the second 
round. 

This plan retains all exercises for two rounds 
with half of them "expiring" and therefore being 
released at each round. Thus, a link with the 
previous round is always available with half of 



the exercises, and comparison with earlier rounds 
can be made by chaining the links. Implied in 

this approach is the ability to aggregate exer- 
cises or to pair them in some meaningful way. 

Suppose one pairs an unreleased exercise at 
time t with a released exercise, where the 
pairing is made within common objectives and 
similar difficulty. We will refer to the set of 
possible exercises that are eligible to be paired 
as an exercise family. Then it is possible to 
measure "progress" with respect to a common ob- 
jective for an exercise and all of its "ances- 
tors" as follows. 

Consider an exercise e that is administered 
at time t -1 and time t , and released after it 
is administered at time t , and let 
and Ptre be the p- values for the same exercise 
on the two dates, the subscript u denoting 
"unreleased" and r denoting "released." For 
convenience, we will let e represent an exer- 
cise used at times t and t -1 and all of its 
predecessors in the chain, which are presumed to 
be samples of the same exercise family. Then, 
a comparison of 

Plre P(t -l)re Atre 
te pore 

pOue . P(t -2)ue P(t -1)ue (1) 

with pore indicating gain (or loss) over time, 
subject, or course, to a sampling error. How- 
ever, if time- linked p- values in a given subject 
matter show an upward movement in their distrib- 
ution, measured perhaps by the median of the 
linked p- values, one might have some confidence 
that gain or progress was being demonstrated. 
If we assume that the exercises used in the chain 
are independently sampled from an exercise 
family, and that the persons to whom the exer- 
cises are administered are independently selected 
samples, the relative sampling error of r , the 
ratio of the time- linked p -value of released ex- 
ercises at time t ( ptre to Pore) is approxi- 
mately 

where 

= 2tR2V2(1 - p) 

R = the expected value of r ; 

t = the number of chained time compari- 
sons, that is, the number of ratios 
of the type rt Ptre /P(t -1)ue in 
estimate (1); 

V2 Vb + Vw here assumed to be ap- 
proximately constant over 
time; 

Vb = the relvariance between the expected 
p- values for the exercises in the 
exercise family; 

= the average relvariance among students 
within exercises for the exercise 
family; and 

158 

p = (Vb12) /V2 with Vbl2 equal to the 
relcovariance of expected p- values for 
an exercise in two adjacent years. 

The definition of these terms might be made 
clearer by the following illustration for two 
adjacent years, and with the simplifying assump- 
tion that the students taking the exercise are a 
simple random sample of eligible students. The 
observed p -value for exercise e at time t is 

Pte and its expected value is Pte 

Exercise (e) 

Within the 
Family 

Expected p -value for 
Individual Exercises in the 

Family in Year 

1 2 

1 P11 
P21 

2 P12 
P22 

3 P13 P23 

4 . . 

M P2M 

(We illustrate M as finite, but it may be re- 
garded as indefinitely large.) 

The average relvariances and relcovariances 
above are further defined as follows: 

Average: 

M 
Pt. = PCe/M 

e 

Relvariance between expected exercise p- values 
(for simplicity, assumed to be approximately 
equal over time):* 

M 
2 

= 
2 2 

E 
(Pte - 

P 
t.) 

e 

Relvariance within exercises (for simplicity as- 
sumed to be approximately equal over time):* 

2 M 
Pte4te/t. 

e 

Relcovariance of expected p- values: 

M 

Vó12 
E 

(P(t -1)e - P(t- l).)(Pte - Pt.) 

MP(t-1).Pt. 

* Actually, if P2, is substantially greater or 
less than Pl. , it may be unreasonable to as- 
sume that the and are equal, but the 
amount of such variation in is not im- 
portant for our present purposes. 



Estimation of variances would call for use 
of two or more exercises from an exercise family 
at each time. 

Alternative 3. Create a large pool of 
exercises, stratified by objective and 
(possibly) difficulty, and develop a 
rotation plan for adding (and releasing) 
a scheduled proportion of exercises at 
each round. 

This approach differs from Alternative 2, 
above, among other reasons, because it involves 
creating a substantial pool of exercises and 
doing stratified random selection from the pool. 
In Alternative 2, we simply assumed that pre- 
sumably comparable exercises are identified and 
chained in subsequent tests, without necessarily 
creating a family of exercises in advance and 
using an explicit random procedure for selection 
of exercises. We believe Alternative 3 (or a 
modification of procedures along these lines) has 
important advantages. 

There is clearly an assumption of aggregation 
of exercises in this approach. That is, one as- 
sumes that there is a parameter representing 
change in knowledge, skills, or attitudes in a 
given subject matter, which can be estimated by 
average exercise scores. The estimate would have 
two components. The first component would be 
comprised of the difference in estimated average 
p- values of identical exercises given at two 
dates, presumably using weighted averages. The 
second component would consist of differences in 

average p- values of exercises that were different 
at the two dates, but that were drawn from the 
same exercise pool. Thus, an overall estimate of 
gain (or loss) could be expressed as 

= + (1 - (2) 

where z _is chosen so as to minimize the vari- 
ance of d , (0 z 1) , 

dc = wj(Pctj - 
Pc(t-1)j) 

Pctj denotes the p -value for the jth common 
exercise at time t , the wj are assigned 
weights, and 

EE w 

] 
wjPu(t-1)j 

du E 

j 

(3) 

(4) 

where Puti is the p -value of the jth uncommon 
exercises at time t . 

The variance and covariance estimates could 
be developed along the lines discussed above. 

3. Comparability of Scoring 

As we have pointed out before [1, 3], it is 

not a simple matter to maintain comparability of 
scoring across time for subjective exercises such 
as writing exercises or performance exercises -- 
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playing of musical instruments, singing, etc. 
One way to obtain comparability is to have exer- 
cises given earlier rescored by persons who are 
scoring current performance. Then, assuming 
proper control can be maintained on other fac- 
tors, one can obtain a set of p- values on exer- 

cises common to both administrations that are 

comparable. It may be necessary to photocopy 
writing exercises, for example, to get materials 
of equal readability. 

4. Adjustments to Increase Comparability Across 
Time 

Inherent in the adjustment process is the ef- 
fort to define reasonably homogeneous subgroups 

of the population whose performance or outcome 
at a subsequent time can be compared with that of 
a similar group at an earlier time, such that if 
changes in average performance have occurred, it 
is reasonable to infer that the change reflects 

some real changes in performance and not simply 
changes in the composition of the subgroup. 
Such a subgroup might be "13- year -old Southern 
rural black males, neither parent completed high 
school." We assume that the characteristics 
that define the group (age, sex, geographic re- 
gion, urbanization, education of parents, and 
race) have relatively stable definitions over 
time and that the classification of an individual 
as either in the group or not in the group is 
substantially error -free. Of the characteristics 
listed in the example, only degree of urbaniza- 
tion and education of parents are subject to 
change over time, and that change is likely to 
be slow enough for a five -year period that one 
need not be greatly concerned about such change 
on the comparability of classification. 

The fact that one can identify similar groups 

over time is quite important. There are other 
variables, however, such as community and school 
variables, occupation of parents, items in the 
home, and other indicators of socioeconomic 
status (SES) that have been found to be useful in 
"adjusting" educational outcomes in order to make 
comparisons among population subgroups at a given 
date [3]. These variables typically do not re- 

main stable over time -- a $10,000 income in 1974 
does not represent the same thing as a $10,000 
income in 1970, owning a color TV set does not 
have the same meaning in 1974 as it had in 1970, 
and so on. The question we address here is 

whether such background factors can be used suc- 
cessfully in increasing comparability of outcome 
measures across time. 

The comparison problem can be explained with 
reference to the cells of the following table: 

Time 1 

Time 2 

Group 1 Group 2 Both Groups 

pa 

Pc 

Pb 

Pd 

Pa + b 

Pc 
+ d 

in which the appropriate p -value is shown in the 
table. 



During any one administration of the tests, 
one is interested in comparing one group with 
another, let's say, in comparing Pc with Pd . 

The fact that NAEP usually compares one group 
against total U.S. performance, which includes 
the group of interest (i.e., Pc with Pc d), 
tends to reduce the magnitude of the differences, 
but does not change the fundamental nature of the 
comparison. In NAEP, one is also interested in 
comparing performance of a defined group at time 
t with performance at time t -1 , e.g., Pc with 
Pa , or Pd with Pb . These constitute mea- 
sures of group gain and, of course, one is also 
interested in measuring overall gain, e.g., com- 
paring + d with Pa + b Finally, one is 
interested in comparing gains by groups, such as 
Pc - Pa with Pd - Pb . 

Most of the literature has concerned itself 
with reducing bias in comparisons at one point in 
time, such as Pa with Pb or Pc with Pd . 

Adding the time dimension introduces some com- 
plexities, as we shall see. 

We consider first the comparison of group 
means without adjustments for other variables. 
Let ygt denote the mean outcome score (in Na- 
tional Assessment terms, a p- value) for group g 

at time t . Then, assuming that problems in 
comparability of exercises and in comparability 
of scoring have been solved (see above), the dif- 
ference between the group means 

dg ygt - 
yg(t-1) (5) 

is a meaningful measure of the gain in achieve- 
ment for group g if the group is reasonably 
comparable at both dates, as discussed earlier. 

An unadjusted aggregate measure of change for 
all groups combined is 

where 

- y(t-1) 

yt wgtYgt 

(6) 

(7) 

and the weights are the appropriate popula- 
tion or sampling weights at time t . 

A problem with this comparison is that, even 
though there are no changes in the individual 
group averages y , the d may show a signifi- 
cant change simply because the proportion of the 
population in the various groups is changed, that 
is, because wgt not equal to wg(t -1) 

A simple and widely used adjustment procedure 
is to adopt a common set of weights, , to 
apply to the group means at each period of time 
[2]. Thus, an adjusted measure of change and 
adjusted means are given by 

= E wgygt E wgyg(t-1) = 
E wgdg (8) 
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The common weights to be used may be the sampling 
or population weights at time t or time (t -1), 
some average of them, or may be chosen from some 
external source. Their choice is somewhat arbi- 
trary, but they should be chosen in a rational 
way for the purpose of the comparison. 

We are now ready to consider adjustment for 
background factors that are multivalued and 
scaled, or continuous variables, and that may 
provide unstable background measures over time. 
For purposes of the exposition, we will assume 
that there is a simple linear relationship be- 
tween the outcome y and a background measure 
x , where it is to be understood that x may be 
a composite measure constructed by regression or 
other methods and the result of various linear- 
izing or normalizing transformations. The linear 

relationship is expressed as 

= (9) 

where, it is assumed, c are random residuals 
with mean zero and, at least for the present, we 
assume xi is measured without error. 

It is convenient to talk about various cases 
that may arise, based upon assumptions concerning 
the stability over time of the background vari- 
able x and whether or not the regression is 

common to all groups. 

Case 1. The distribution of x has not 

changed between_time (t -l) and time t ; 

in particular, X(t_1) Xt where these are 
the true means at the two dates and 

= 

There is common regression across all 
groups, i.e., = and this common 
regression has dot changed over time. 

This is a simple case. One can simply adjust 
the differences in group means at the two times 
according to the methodology used in regression 
estimation applied to sample data. Note that 

ygt + - xgt) (10) 

An estimate of the adjusted difference between 
outcomes for group g between the two dates is 
as follows: 

ygt - -1) 
+ - xgt) (11) 

Note that the parameter need not be known 
since it subtracts out. The adjustment clearly 
has the effect of reducing sampling error. An 
aggregate estimate of the difference across all 
groups is provided by 

d' E w d' 
g g 

(12) 

where w is chosen as before. 

Clearly, one is faced with a dilemma if he is 

not quite sure that X(t 
= = 

1 2 



and that the regression coefficients are approxi- 
mately equal. He can test the hypotheses of 
equality, but then he becomes involved in the 
interpretation of sequential tests of hypotheses, 
and the case is no longer a simple one. 

Before proceeding, it may be worth noting 
that one can adjust for auxiliary variables 
either by "adjustment by subclassification," as 
described by Equations (5) and (8), or by re- 
gression methods. The method of subclassifica- 
tion is algebraically equivalent to regression 
when dummy variables (1 or 0) are assigned for 
each subclass. Cochran [2] has shown that by 
breaking up "continuous" x variables into 
classes, one can adjust for major portions of the 
bias in group comparisons. For monotonic rela- 
tionships between x and y , his analytical 
results suggest that_one can remove from 64% to 
92% of the bias in y by using from two or six 
classes of x . The method is particularly good 
when one is uncertain of the relationship between 
x and y . This may be particularly important 
in NAEP adjustments since most outcome measures 
are dichotomous. 

It may also be worth noting that, for pur- 
poses of adjustment by subclassification, one can 
tolerate relatively small average frequencies in 
the adjustment classes since the increased 
sampling error of small classes is offset by the 
decreased weight given to each class. (It is 

only necessary to ensure that an unusually small 
class does not get a relatively large weight.) 

In any case, assuming a regression adjustment 
for auxiliary variables, whether continuous or 
not, is simply a convenience in the presentation. 

It should also be observed here that a shift 
in the distribution of the auxiliary variable x 
can sometimes be adjusted for by a deflator that 
is external to the survey itself. An obvious 
example is use of the Consumer Price Index to de- 
flate income. There may also be other deflators 
that are not commonly used, such as Census esti- 
mates of the proportion of persons in specified 
age groups who have completed high school. It is 

conceivable that such a deflator could be used to 
adjust for educational level of parents when t 

and t -1 are widely separated. Also, it is 

possible that one should concentrate on finding 
measures of SES that remain relatively stable 
over time (such as educational attainment of 
parents) rather than more volatile measures 
(such as items in the home). 

Case 2. The distribution of x has not 
changed from time 1 to time 2; there is 
a separate regression within each group 
that has not changed. 

One only needs to replace b by in ex- 
pressions (10) and (11). There are no further 
complications. 

Case 3. The distribution of x has 
changed; there is a separate regression 
within each group that remains constant 
on the normalized value of x . 
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Suppose the x variable is income, which can 
be presumed to change over time. However, it may 
be that the regression of y on (x - ) x 
will remain constant over time. If so, one can 
adjust each group mean at time t by 

d' ygt + - (13) 

where Sx is the sample estimate of and the 
adjusted gain in outcome can be expressed as 

d' = Ygt - Yg(t -1) 
+ bg(xg(t 

-1) 
xgt) /Sx (14) 

In this case, as with the earlier cases, there is 
the problem of determining whether the regression 
coefficients have remained fixed and, if they 

have, how they should be estimated. 

What one accomplishes by this adjustment per- 
haps should be discussed further. Let us suppose 

that a particular group had an average SES mea- 
sure at time 1 that fell at the 37th percentile 
of the national SES distribution. At time 2, 

their average SES measure may have moved up to 
(say) the 39th percentile, or (say) down to the 
33rd. The adjustment represented by Equation 
(13) adjusts the average of the outcome measure 
upward or downward accordingly. Thus, it pre- 
sumes that the changes in the SES measure are a 
result of changes in the measurement process, 
and that equivalent percentile ranks at the two 
dates identify equivalent SES groups for adjust- 
ment purposes. 

The interpretation of the adjusted gain is 
important. It seems evident that, if one's 
interest lies in evaluating the educational 
process (both in and out of school), one might 

very well make such an adjustment because it 
tends to free the estimate of gain from the gain 
in the SES measure. However, if one is inter- 
ested in using educational outcome as a measure 
of social gain, then it seems inappropriate to 

make such adjustments. This same principle 
holds, of course, in all of the adjustments dis- 

cussed here. 

Case 4. The distribution of x has 

changed; there is a separate regression 
for each group that has changed and 
cannot be stabilized by normalization. 

This case does not appear to lend itself to 
adjustment, although some gains might be achieved 
by assuming one of the simpler models if depar- 
tures from those assumptions are minor. 

There are, of course, other cases, but the 
ones discussed above appear to be of most interest 
to NAEP. 

5. Additional Comments on Data Adjustment 

Much of the interest in adjustment of survey 
data stems from the desire to infer cause from 
observed effects in nonexperimental situations. 
In many social science evaluative studies, it is 

impossible, within a political system that 



recognizes rights of individuals, to experiment 
with human beings, and often it is unwise or 
terribly expensive to do so in other cases. 
Also, even though experimentation might be 
feasible, the time required for the experiment 
to run its course may be so great that retro- 
spective surveys are employed. In such cases, 
one generally tries to accomplish a partitioning 
of the variation in the outcomes into portions 
"due to" various characteristics of the observa- 
tional units, their environments, or the proc- 
esses to which they have been exposed, or to 
compare sets of outcomes after such partitioning. 
(The words "due to" are not to be interpreted 
as implying cause and effect.) 

Sometimes the partitioning of the variation 
in outcomes is the key analytical result, and a 
statement such as "Fifty percent of the varia- 
tion in outcome is accounted for by Factor X" 
will lead to the conclusion that Factor X needs 
to be modified through intervention of some 
kind. Note that cause and effect cannot be in- 
ferred from the mathematical statement, but are 
implied by the decision to intervene. This is a 

typical exercise in retrospective surveys and 
has been discussed ably by Dorn [4]. 

In cases where the analytical result is a 
comparison of outcomes of two or more groups, 
focus is usually on controlling bias, i.e., by 
statistical adjustment for confounding vari- 
ables. Cochran and Rubin [5] examined, under an 
assumed linear model, some of the common pro- 
cedures that have been used, including linear 
regression adjustment and several matching pro- 
cedures. Not surprisingly, linear regression 
adjustment proved to be superior over matching 
when the linear model with parallel regressions 
was used and declined in relative merit with 
respect to "category- matching" with departures 
from the linear, parallel regression model. 
Their concept of category- matching is essentially 
equivalent to our unadjusted and adjusted com- 
parison of groups represented by Equations (5) 

and (8) above. Their category- matching followed 
by regression adjustment corresponds closely to 
procedures we have discussed under Cases 1 
through 3. 

McKinlay [6] investigated methods for remov- 
ing bias where the outcome is dichotomous (gen- 
erally the situation with NAEP data) and the co- 
variate is continuous. Methods investigated were 
pair -matching and stratification of the covari- 
ate. A Monte Carlo analysis of these procedures 
showed that, for the simulation models studied, 
pair -matching did not appear to be more effective 
than stratification. The group comparisons we 
have discussed in the previous section are quite 
similar to the concept of stratification on 
auxiliary variables. 

Earlier work, as well as a number of recent 
studies, have been well summarized by McKinlay 
[7], and we will not attempt to discuss that 
work here. 
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ADJUSTING EDUCATIONAL SURVEY DATA 

Robert C. Larson and Donald T. Searls 

National Assessment of Educational Progress 
The Education Commission of the States 

1. ASSESSING EDUCATIONAL ACHIEVEMENT 

When the United States Office of 
Education was founded in 1867, one 
charge set before its commissioner was 
to determine the nation's progress in 
education. Almost 100 years later, the 
National Assessment of Educational 
Progress began charting educational 
change under the guidance of Dr. Ralph 
Tyler and Dr. Francis Keppel. The 
project has now grown to where five 
years of field assessment have already 
been completed. 

National Assessment is a project of 
the Education Commission of the States 
and was established to measure education- 
al achievement. The project's goal is to 
provide reliable information describing 
what young Americans (at the ages of 
nine, thirteen, seventeen and twenty -six 
to thirty -five) know and can do. Specif- 
ically, the assessment is designed (1) to 
obtain census -like data on the knowledge, 
skills, and attitudes at regular inter- 
vals and (2) to measure the growth or 
decline in educational attainments. 

Presently we have completed a first 
assessment in Citizenship, Reading, 
Literature, Music, Social Studies, 
Mathematics and Career and Occupational 
Development, and have completed second 
assessments in Science and Writing. The 
tasks included in each assessment have 
been judged important by representative 
panels of scholars, laypersons and educa- 
tors and represent things that 
should be taught in American schools. 

The reporting categories National 
Assessment uses were selected because 
they reflect groups where differences in 
achievement occur in the population. The 
four age levels essentially mark the end 
of primary, intermediate, secondary and 
post- secondary education. For each age 
we report results for groups defined by 
region, sex, color, level of parents' 
education and size - and -type of community. 
Of these, region and sex groups have 
traditionally shown large differences in 
educational attainments; schools are 
thought to vary with the size and type of 
community (STOC) they serve; and color 
and level of parental education (PED) are 
believed to differentiate socio- economic 
and home and family environments. 

An estimate of the percent of people 
who can perform a task or group of tasks 
is the basic measure of educational 
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achievement used by National Assessment. 
The difference between the percentage of 
a group and the percentage of people in 
the nation at that age who can perform 
the task is called the "group effect." 

Observed group effects estimate 
achievement levels of subpopulations such 
as Southeast or Blacks as they exist in 
our country. Interpretations of observed 
group percentages, however, can be mis- 
leading in several ways. The fact that a 
group's relative performance is labeled 
as a Northeast or Southeast regional 
"effect" does not mean that differences 
in these effects occur solely because the 
respondents live in the Northeast or 
Southeast. For example, a large fraction 
of respondents in the Northeast live in 
large cities while a larger fraction of 
respondents in the Southeast live in 
rural areas. Consequently, size and type 
of community effects may be masquerading 
as part of an observed regional effect. 
Similarly, persons whose parents went 
beyond high school are more frequent in 
affluent communities than in the country 
as a whole and persons whose parents had 
no high school are more frequent in 
extreme rural communities. In this case 
parental education effects may be mas- 
querading as size - and -type of community 
effects. 

Confusion about group effects due to 
masquerading arise when the mixture of 
characteristics among groups are unbal- 
anced. Since most of the groups are in 
fact distributed disproportionately in 
the national population, our weighted 
probability sample automatically ensures 
this imbalance in our percentage esti- 
mates. 

Demands are continually placed on 
education to find solutions to difficult 
problems and provide a better education 
for everyone. At the same time, the pace 
of changing views and emerging opinion 
about the nature and the solutions to 
problems facing education far outdistan- 
ces the aggregation of supporting data. 
Unfortunately, this pressure increases 
the tendency to go beyond the capability 
of observational data and decreases re- 
sistance to making inferences about 
causes which are at best uncertainties. 

Much has been written about the dif- 
ferences between observation and 
experimentation and the danger of infer- 
ring cause from observational studies. 
Not much has been said, however, about 



the need to combine skilled observation 
with incisive analysis in order to gener- 
ate suggestions for experimental studies. 
In his lecture on social experimentation, 
Frederick Mosteller (3) pointed out that 
...we need both mechanisms, one to gen- 

erate suggestions that might lead to 
improvement, the other to eliminate most 
suggestions as ineffective." 

Analysis and reanalysis of observa- 
tional data cannot dispel uncertainties 
about causes, but they can help us gain 
new perspectives, new hypotheses and 
perhaps a better understanding of the 
data. For example, a statistical adjust- 
ment which balances the distribution of 
group characteristics may lead to a 
better understanding of differences among 
group effects. This is the basic purpose 
for performing a "balanced analysis" of 
National Assessment data. 

2. THE BALANCING PROCEDURE 

Sample survey data like the kind 
National Assessment has been collecting 
over the last five years is frequently 
adjusted in the sense of forcing sample 
frequencies or sample ratios to agree 
with population figures that are known 
from other sources (See Deming (1)). 
This is a desirable procedure because 
presumably the adjusted sample represents 
the population better and sampling varia- 
bility of the adjusted frequencies is 
reduced to some extent. 

As a result of this adjustment, the 
disproportionate distributions are not 
greatly altered, merely refined. For our 
purpose, however, we need to go beyond 
this. It is easier to think about a 
single marginal group effect if the dis- 
tribution of the other factors in that 
group are represented in the same propor- 
tions as in the whole age population. 
Then a direct comparison of any two mar- 
ginal groups is unconfounded with 
differing mixtures of these other varia- 
bles. 

Many analyses or data adjustments 
are possible and specific concerns often 
direct choices for adjusting data. John 
Tukey (5) specified a data adjustment 
procedure which defined marginal effects 
to be non -sensitive to simple dispropor- 
tionate distributions of other variables. 
For reasons which favor reader /listener 
understandability rather than statistical 
efficiency Tukey chose to fit an additive 
linear model to the margins. This led to 
the "conditions for balance" where the 
observed number of successes equals the 
fitted (balanced) number of successes for 
each marginal group. These conditions 
for balance were first written by Tukey 
as follows: 
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(2.1) EnijkRm(Pnat+ 
P. + 

+ APk + AP + = ECijkLm 

The sum in (2.1) is taken in turn 
over all indices except one thereby 
generating a set of 21 equations. Each 
equation corresponds to a group denoted 
by one value of the indices i = 1, ...04; 

j = 1,2; k = 1, ..., 7; L 1,2,3; and 
m = 1, ..., 5 belonging to Region, sex, 
STOC, color and PED respectively, and 
where: 

gnat is the overall national 
percent correct for the age 
group; 

AP is the balanced group effect 
corresponding to each value of 
the indices; 

Nijkßm is the weighted number of 
observations in each 5 -way 
cell; and 

Cijkkm is the weighted number of 
correct responses in each 
5 -way cell. 

A solution to the 21 simultaneous 
equations gives a set of fitted group 
effects. These effects were designed so 
that when added together and with the 
national percentage, and when multiplied 
by the actual number of cases they would 
give a fitted number of successes equal 
to the observed number of successes. 
This set of equations is, however, not of 
full rank and cannot yield unique balanced 
AP's directly. The number of linearly 
independent equations is 16 but can be 
increased by appropriately replacing 5 of 
the 21 equations with the following usual 
side conditions imposed when an additive 
linear model is fitted to a multi -way 
crossed classification 

= 

= 

of the data where the dot "" notation 
denotes the sum over the replaced sub- 
script. 

A solution of the independent set of 
equations results in a unique set of 
balanced group AP's. Exhibit 1.1 provides 
a simple example of the balancing equa- 
tions and the computation of fitted group 
effects. 

Tukey's balancing equations can be 
shown to be algebraically equivalent to 



the usual set of normal equations resul- 
ting from minimizing the error sum of 
squares for a five factor additive linear 
model 

(2.2) YijkRm = Pnat+ Yk 

+ eijkimr 

where Yiikkm is tfe weighted response for 
the r -th person in the ijkkmr -th 
cell, and a, ß, Y, 6, and correspond to 
the OP's with the same subscript and 
eijkkmr is random error associated with 

the r -th person. The solution to the 
normal equations provides simple least 
squares estimates of the group effects. 
If the variability of the percentages in 
the five -way cell combinations happen to 
be proportional to the reciprocal of the 
corresponding cell weights, then these 
group effects are minimum variance esti- 
mates. 

Since the original conditions for 
balance are preserved in the algebraic 
equivalence, balanced group effects are 
also least squares estimates. 

3. EXAMINING THE RESULTS OF BALANCING 

An understanding of balanced group 
effects can be guided by thinking of a 
"conceptual" balanced population where 
the mixture of characteristics in each 
group is the same as the mixture in the 
age population. For example, in 1972 
approximately 43% of all thirteen -year- 
olds in the nation had at least one parent 
who was educated beyond high school. In 
the Southeast, however, only 29% had at 
least one parent educated beyond high 
school. In the "conceptual" thirteen - 
year -old balanced population, the 
Southeast region would have effectively 
the same proportion of children with at 
least one parent having a post -high school 
education as the nation. 

Consider the result of balancing. If 
persons having parents with post -high 
school education do well and are more 
frequent in one region than in others then 
we would expect that the balanced effect 
of that region to be less than its unad- 
justed effect. In contrast, if persons 
having parents with no high school educa- 
tion do poorly and are more frequent in 
another region, then we would expect that 
balanced effect to appear better than the 
unadjusted effect. If the magnitude of a 
group effect is generally reduced by the 
balancing adjustment, one might conclude 
that the factor named by the group label 
itself is not what "accounts" for-the 
observed differences as much as the unbal- 
anced representation of these other 
variables. 

165 

The proportion of an observed group 
effect that can be attributed to imbalance 
of other variables can be shown by consid- 
ering two of the normal equations. First 
consider the normal equation obtained from 
(2.2) by summing over all subscripts: 

(3.1) n Pnat + 
i j 

+ En..k..Yk + 

k m 

n P. 
ikim kim 

Note that the right -hand side is equal to 
the observed weighted number of successes 
for an age group. Dividing both sizes by 
n 

ñ(3.2) nati 
m 

wted # successes 
- wted 4 cases 

Since terms 2 -6 of the left hand side are 
all equal to zero, then gnat equals the ra- 
tio of successes to cases as expected. Note 
that the ratio of group weights to total 
weight in these five terms are the margin- 
al group proportions in the observed 
populations. Now consider a normal 
equation corresponding to the summation 
over all subscripts except one, say i, 
then 

(3.3) n. + n. a. + En. 1 nat 1... j 

+ + + 

The right hand side is equal to the 
weighted number of successes in group i, 
and is the weighted number of 
cases in group i. Dividing both 
sides by ni.... and subtracting Pnat gives 

(3.4) ai 
k 

+ Enlk + Enim kni.... m 

wted # successes group i 

wted # cases group i Pnat' 

The right hand side is the observed 



group i effect, and is the balanced 
group i effect. In a-balanced population 
the marginal proportions of the other 
groups in group i are equal to the cor- 
responding proportions in the population 
as shown in equation (3.5). That is, the 
proportion in (3.4) are equal to their 
corresponding proportions in (3.2) as 
shown below: 

(3.5) 
n. 

= n..k.. ni..,. 
ni.... ni.... n 

and 
n....m 
n 

If the proportions of groups in sub - 
population i are the same as the 
proportions of groups in the total pop- 
ulation, then terms 2 -4 of the left hand 
side in (3.4) are zero and the balanced 
group i effect ai equals the observed 
group i effect. To the extent that sub - 
population and population proportions in 
(3.5) differ, the balanced group effect 
ai will differ from the observed group i 

effect. 

Note that the observed group i 

effect is equal to the balanced group i 
effect plus four terms. Each term esti- 
mates how much of the balanced effects of 
one variable are transmitted to the 
observed group effect i through imbalance 
of that factor. For example,consider the 
imbalance of the STOC groups in the 
Southeast group. If i denotes the 
Southeast region and k sums over the size - 
and -type of cómmunity variable (STOC), 
then Enik is the portion of the 

balanced effects of STOC 
that is transmitted through the imbalance 
of the distribution of STOC groups in the 
Southeast when compared to the distribu- 
tion in the nation as a whole. Exhibit 
(3.1) provides an example showing trans- 
fers of balanced effects when different 
variables are included in the balancing 
equations. 

4. LIMITATIONS ON THE INTERPRETATION OF 
BALANCED EFFECTS 

There are several kinds of limita- 
tions on the interpretation of balanced 
results. The group names National 
Assessment uses for data analysis are 
labels standing not only for the factor 
indicated by its name but also for a 
variety of other factors National 
Assessment did not (or could not) 
measure -- factors associated or correlated 
with the named factor. Like observed 
results, balanced group effects do not 
show what is caused by the labelled 
factor. They show only the part of the 
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unadjusted effect that can be convenient- 
ly named and attached to a group for 
bookkeeping purposes. They provide a 
means of comparing groups of individuals, 
free of confounding due to various 
mixtures of other groups. 

Balancing of National Assessment 
data is limited to the five variables 
assessed. Some important factors may be 
partially represented in our factors and 
others not represented at all. Factors 
may exist which have smaller "proxy" 
bundles of other factors. If other fac- 
tors had been included in the balancing 
equations then the balanced effects and 
the portion of the balanced effects 
transmitted though imbalance would be 
different. The difficulty in interpreting 
balanced group effects is the same as 
those encountered in interpreting regres- 
sion coefficients --that is, the meaning 
of a balanced group effect depends heavily 
on what other factors are balanced at the 
same time. Thus, a balanced group effect 
represents the influence of unnamed back- 
ground variables that are still associated 
with the balanced group name after consid- 
ering the other known variables included 
in the balancing set. 

Our balancing procedure utilizes an 
additive model which emphasizes balancing 
of marginal group effects and ignores 
balancing on interactions or effects of 
combinations of groups. For example, the 
fraction of rural Blacks living in the 
Southeast is greater than the fraction of 
rural Blacks living in the Northeast. If 
rural Blacks living in the Southeast do 
poorly compared to all rural Blacks, then 
we would expect the balanced Southeast 
region to do poorly. Though problems of 
confounding also exist from disproportion - 
ality of combinations of groups, one hopes 
they exist to a lesser extent. Similar 
disproportionate representation exists for 
the other two -, three -, and four -way group 
interaction effects. 

5. SUMMARY AND CONCLUSIONS 

The observed group effects from our 
surveys are facts describing the extent 
and level of educational performance for 
subpopulations in our country. Insightful 
analyses and data adjustments can be help- 
ful in understanding these facts but they 
cannot change them. 

We have shown that balancing is a 
combination of data adjustment and margin- 
al main effect analysis. Typically, a 
five dimension data adjustment forces 
observed sample sizes to known marginal 
population totals leaving existing dispro- 
portionate marginal distributions within 
a single group pretty near the same. The 
balanced fit was shown to be equivalent to 



a least- squares fit of an additive linear 
model. A unique solution of the corres- 
ponding normal equations yields balanced 
group effects consistent with what one 
would obtain if the distribution of mar- 
ginal proportions in each group were the 
same as the distribution of the marginal 
groups in the population. 

Although a statistically more 
sophisticated data adjustment could have 
been employed, we can begin to see how 
simple adjustments help in removing ef- 
fects of masquerading and the portion of 
a balanced group effect that may be trans- 
ferred to the observed group effect due 
to imbalance of other characteristics. 
The greatest limitation is that other 
important background factors which were 
not included may still be masquerading as 
balanced group effects. 

For National Assessment (4) the 
balancing of marginal baseline data is 
just the beginning. As we obtain repeated 
measures over time, it will be helpful to 
know if the proxy bundles maintain their 
relative importance. As characteristics 
of the population change, which is expec- 
ted in our ever changing society, it 
could be that the "factors" we measure by 
these variables are changing too. In the 
future it may be even more important to 
have well- measured variables and well - 
conceived data adjustments if we are to 
go beyond the observed data and obtain 
some guidance about the mechanisms invol- 
ving the complex set of factors affecting 
education. Though the problems in 
education are far reaching and urgent, 
one must guard continually against over- 
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stating conclusions about the results of 
sample surveys and data adjustments. The 
full value of adjusting data depends on 
careful, clear documentation of the lim- 
ited steps we have taken, what we have 
learned, and what we still don't know. 
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EXHIBIT AN EXAMPLE OF THE PROCEDURE FOR OBTAINING A BALANCED FIT. 

Consider the simple example of two variables, variable A having 
3 levels and variable B having 2 levels. The layout for the number 
of cases and number of successes is shown below. Note that the num- 
ber of successes in each cell are to be fitted to the marginals and 
are left blank. 

1 

A 2 

3 

Number of Cases Number of Successes 

B 

1 2 

50 150 
0 200 

150 450 

200 
200 
200 

1 
1 

A 2 

3 

B 
2 

80 190 

80 
90 

100 
270 

The representation of the fitted number of successes in each 
cell is shown below where marginal effects are denoted by the letters 
and the national percentage is 45%. 

1 

A 2 
3 

1 
100 (45% + al + 
50(45% + a2 + bl) 
0(45% + a3 + bl) 

2 

100(45% + b2) 
150(45% + a2 b2) 
200(45% + a3 + b2) 

The balancing equations are formed by combining cell repre- 
sentations of successes and equating to each marginal number of 
successes in turn. 

Cell Combinations Balancing Equations 
alb]. + alb2 (1) 100(45% + aí + b1) + 100( +58 + a1 + b2) = 80 
a2b1 + a2b2 (2) 50(45% + a2 + b1) + 150(45% + a2 + b2) = 90 
a3b1 + a3b2 (3) 0(45% + a3 + + 200(45% + a3 + b2) = 100 
alb]. + a2b1 + a3b1 (4) 100(45% + al + b1) + 50(45% + a2 + b1) 

+ 0(45% + a3 + bl ) = 80 
alb2 + a2b2 + a3b2 (5) 100(45% + al + b2) + 150(45% + a2 + b2) 

+ 200(45% + a3 + = 190 

Usual Side Conditions 
(6) 200 al + 200 a2 + 200 a3 = 0 
(7) 150 b1 + 450 b2 = 0 

Only 3 of the set of 5 balancing equations are linearly inde- 
pendent. One way to obtain full rank is to replace equations (3) 
and (5) by equations (6) and (7). The unique solution for the fitted 
balanced effects is shown below. 

al = -10% bl 15% 
a2 = 0% b2 -5% 
a3 = 10% 
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EXHIBIT 3.1a. EXAMPLES FROM THE YEAR 01 SCIENCE ASSESSMENT 
ILLUSTRATING MEDIAN TRANSFERS OF BALANCED GROUP 
EFFECTS TO AN UNADJUSTED SOUTHEAST GROUP EFFECT 
FOR SEVERAL BALANCING COMBINATIONS. 

BALANCING COMBINATION 

1 2 3 4 5 - - 0 0 - NATIONAL 

. 

V 
-5% 

SOUTHEAST UNADJUSTED GROUP EFFECT AGE 9 

-4.9% 

-4.1% 

BALANCING COMBINATION 

1 2 

ste 

3 4 5 

0- - 

stat 

Ed 

o - NATIONAL 

SOUTHEAST UNADJUSTED GROUP EFFECT AGE 13 

BALANCING COMBINATION 

3 4 - - 

v 

NATIONAL 

Bal 

SOUTHEAST UNADJUSTED GROUP EFFECT AGE 17 
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EXHIBIT 3.1b. EXAMPLES FROM THE YEAR 01 SCIENCE ASSESSMENT 
ILLUSTRATING MEDIAN TRANSFERS OF BALANCED GROUP 
EFFECTS TO AN UNADJUSTED BLACK GROUP EFFECT FOR 
SEVERAL BALANCING COMBINATIONS. 

-14.5% 

-14.8% 

-11.8% 

0 
1 

Bal 

BALANCING COMBINATION 

2 - 

t e 

3 NATIONAL 

BLACK UNADJUSTED GROUP EFFECT AGE 9 

BALANCING COMBINATION 

0-2- 3 NATIONAL 

BLACK UNADJUSTED GROUP EFFECT AGE 13 

BALANCING COMBINATION 

2 3 NATIONAL 

STO 

BLACK UNADJUSTED GROUP EFFECT AGE 17 
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THE USE OF MONETARY INCENTIVES IN NATIONAL ASSESSMENT HOUSEHOLD SURVEYS 

James R. Chromy and D. G. Horvitz, Research Triangle Institute 

BACKGROUND 

The National Assessment of Educational 
Progress survey of young adults employs a rather 
unique monetary incentive procedure to increase 
the overall response rate and to decrease the 
cost of data collection. The procedure was 
adopted as a result of a special quality check 
study conducted after obtaining poor results in 
the first year of the assessment program [1]. 

Monetary incentives or other respondent 
remunerations are not extensively employed in 
survey practice, particularly in the case of 
studies under government sponsorship. Their 
greatest potential appears to be in surveys 
that place unusual demands upon the respondent 
or require continued cooperation over extended 
periods of time. 

Pearl [2] suggests experimental testing of 
alternative incentive procedures as part of the 
development of methodology for maintaining 
cooperation in consumer expenditure surveys. 

In a recent paper, Ferber and Sudman [3] 

review a number of observational and experi- 
mental studies which utilized monetary incentives 
or gifts to respondents. Their review shows 
that beneficial, neutral, and detrimental results 
have been reported in different instances. 
Factors they recognize as affecting the 
potential success of incentives include the 
amount of compensation; the required period of 
cooperation (e.g., single interview, record 
keeping, or panel participation); the auspices 
under which the survey is conducted; the 
socioeconomic status of the respondents; and 
the nature of the information sought. They 
conclude that there does not appear to be a 
need for compensation in one time interviews, 

but that there is a rationale for using monetary 
incentives to maintain cooperation in record 
keeping or panel studies. 

In another recent paper, Cannell and 
Henson [4] consider the effects of incentives 
on the accuracy of the data obtained as well as 
on the level of cooperation. They recognize 
the determination of an appropriate payment as 
a research effort in itself, since overpayment 
may in fact have negative effects. 

One of the most favorable effects of 
remuneration was experience in the 1971 Health 
and Nutrition Examination Survey ( HANES) as 

reported by Miller, Kennedy, and Bryant [5]. 

In this study, persons age 25 -74 were asked to 
submit to a physical examination. In a designed 

experimental study, a $10 incentive plan produced 

a response rate of .82 compared with .70 in the 
no incentive control group. As a result, the 
procedure was adopted for subsequent stands in 
the survey. 

The National Assessment experience tends to 
parallel that of the HANES study. An experimental 
test of alternative incentive procedures was 

employed after obtaining poor results in an 
initial survey. As a result, an incentive plan 
has been adopted and employed in all subsequent 
surveys. This paper reports on the initial 
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experimental study and on results obtained 
since that time. 

THE YEAR 01 SURVEY 

A national household sample survey was con- 
ducted in the summer of 1969 to obtain benchmark 
estimates of the level of knowledge of young 
adults in the areas of citizenship, science, and 
writing. Young adults between the ages of 26 and 
35 were asked to respond to a selected set of 
National Assessment Exercises. Ten different 
packages or forms were used. Each eligible 
individual located by a household screening 
process was asked to respond to only one of these 
packages (one hour or less of the respondent's 
time was required to complete one package); there- 
fore, 10 respondents were required to complete 
the entire set of 10 packages. 

The essential features of the Year 01 
survey and of subsequent household surveys of 
young adults are shown in table 1. More detailed 
descriptions of the sample and survey designs are 
given in sources listed in the reference list 
[6 -8]. 

The Year 01 sampling plan is summarized in 
table 2. The sample was selected in stages. The 
first stage or primary sample consisted of 208 
primary sampling units (PSUs). Fifty -two PSUs 
were selected in each of the 4 regions- - 
Northeast, Southeast, Central, and West. 
Further stratification within regions was based 
on type of community and income level. Low - 
income areas were oversampled to attempt to 

achieve a NAEP objective of effectively 
measuring the low socioeconomic status (SES) 
population. The PSUs used for the Year 01 
household survey of young adults were also used 
as the primary sample for the selection of 9- 
year -olds, 13- year -olds, and 17- year -olds 
enrolled in school; the secondary sampling 
frames for the 3 in- school age classes were 
constructed from school lists. 

The second stage or secondary sample con- 
sisted of clusters of housing units (or house- 
holds) which were screened for eligible young 
adults. Oversampling of low- income areas within 
the PSU was again employed to attempt to increase 
the sample size for the low SES population. All 
eligible young adults identified in the screening 
process were asked to complete a single package 
of exercises requiring less than an hour of 
their time. 

The response to the Year 01 young adult 
survey was extremely disappointing. As shown in 
tables 3 and 4, 77.4 percent of the occupied 
housing units were successfully screened for 
young adults, and 57.4 percent of the eligible 
young adults agreed to participate by completing 
a package of exercises. The overall response 
rate, considering both household screening and 
package completion, was 44.4 percent. 

A number of factors were believed to be 
responsible for the poor Year 01 response. The 
staff conducting the field work had been employed 
primarily for use in the school assessment, and 



TABLE 1 - OVERVIEW OF THE NATIONAL ASSESSMENT YOUNG ADULT SAMPLE SURVEYS 

Item Year 01 Year 02 Year 03 Year 04 Year 
Subject areas assessed Citizenship 

Science 
Writing 

Literature 
Reading 

Music 
Social 
Studies 

Mathematics 
Science 

Writing, COD 
(Career and 
Occupational 
Development) 

Age eligibility based 
on data of birth 

July 1933- 
June 1943 

April 1935- 
March 1945 

April 1936- 
March 1946 

January 1937- 
December 1946 

January 1938 - 
December 1974 

Data collection period 
Dates: 
Length (approximate) 

June- August 1969 

3 months 

February- 
August 1971 
7 months 

January- 
June 1972 
6 months 

October 1972- 
May 1973 
8 months 

April - 
August 1974 
5 months , 

Data collection 
instruments; Background 
questionnaire (BQ) 

Number of packages 

Attached to each 
package 

10 

Short separate 
questionnaire 

6 

Short separate 
questionnaire 

8 

Short separate 
questionnaire 

8 

Expanded separat 
questionnaire 

3 

Use of stimulus tapes None Nonpaced for 
Literature 

Nonpaced Nonpaced Nonpaced 

Concurrent assessment 
of out -of- school 17- 
year -olds Yes Yes Yes Yes No 
Incentive offered to 
adult respondents. 

None. Each 
respondent 
responded to one 
package only. 

None for 1 pkg. 
$10 for 2 pkgs. 
$15 for 3 pkgs. 

$20 for 4 pkgs. 

None for 1 pkg. 
$10 for 2 pkgs. 

$15 for 3 pkgs. 

$20 for 4 pkgs. 

$5 for 1 pkg. 

$10 for 2 pkgs.l 
$15 for 3 pkgs.BQ 
$20 for 4 pkgs.$20 

$10 for BQ and 
pkg., $15 for 

and 2 pkgs. 

for BQ and 

3 pkgs. 
Distinct primary 
sampling unit areas 171 47 94 94 100 
Number of area 
segments 2,087 520 936 1,059 970 
Field staff: 
Regional supervisors 
Field supervisors 
Interviewers 

4 

27 

624 (approx.) 

- 

5 

57 

2 

12 

110 

2 

11 

113 

2 

10 
120 

Interviewer training 3 days 3 days 5 days 4 days 4 days 
Source: Taken in part from Vern Acherman, Operations Documentation Report: Adult Assessment 

(Years 01 -04), National Assessment of Educational Progress, March 1974. 

most had no experience in household interviewing. 
The period allotted for completion of the survey 
was too short to allow for establishment of 
good control procedures with adequate time for 
corrective action. The magnitude of the 
household screening operation made it dif- 
ficult to manage effectively over a short 
period of time. The nature of the assessment 
exercise packages may have had an adverse 
effect voluntary cooperation. As a result 
of this poor response experience, plans were 
developed to conduct a quality check study. 
Specific objectives of the study were: 

TALE 2 - YEAR 01 PLANNED SAMPLE COUNTS 

Item 
Per area Per Entire 
segment PSU sample 

Primary sampling units - 1 280 

Area segments 1 10 2,080 
Housing units 33 330 69,000 
Persons screened 108.7 1,087 226,096 
Eligible adults 

(26 -35) 12.5 125 26,000 
Responding adults 
(approximate 80% 
response rate) 10 100 20,800 
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TABLE 3 - YEAR 01 HOUSEHOLD 
SCREENING EXPERIENCE 

Item Number 
Percent of 
occupied 

housing units 

Sample housing units 
listed 64,506 

Less 
Vacant 3,602 
Usual residence 
elsewhere 864 
Other unoccupied 775 

Occupied housing units 59,265 100.0 
Not at home after 
4 calls 4,667 7.9. 

Temporarily away 1,255 2.1 
Refusal 5,478 9.2 
Illness 124 0.2 

No reliable respondent 184 0.3 
Nq English spoken 357 0.6 

Incomplete or missing 
questionnaire 460 0.8 
Refused access by 
ordinance, apartment 
manager, etc. 700 1.2 

Other 191 

Respondents 45,849 77 4 



TABLE 4 - YEAR 01 PACKAGE 
ADMINISTRATION EXPERIENCE 

Item Number 
Percent of 

eligible °young 
adults 

Total eligible by 
age definition 14,676 

Less 
Physically or 
mentally handicapped 98 
English not under- 
stood 203 

Eligible young adults 14,375 100.0 
Temporarily away 431 3.0 
Refusal 3,834 26.7 
Appointment not kept 1,001 7.0 
Misclassified by 
interviewer 295 2.1 

Unresolved 393 2.7 

Other 164 1.1 
Respondents 8,257 57.4 

To determine the extent to which 
coverage might have been improved 
through the use of better field 
staff and better methods; 
To determine the effect of monetary 
incentives on participation by 
eligible respondents; 
To determine the magnitude of the bias 
in estimates derived from the initial 
survey data; 
To collect the data needed to compute 
estimates adjusted for any bias due to 
nonresponse. 

SAMPLE DESIGN 

Since this study had mixed 
sample design adaptive to these 
tives was required. 

An implicit assumption was 

objectives, a 
several objec- 

made that 
improved procedures could only improve response; 
as a result, it was decided to meet objective 1 
by conducting the study in a subsample of the 
same area segments that were used in the initial 
study. Persons who had participated in this 
initial study were identified and not asked to 
take any additional exercise packages. The 
field evaluation was therefore aimed at the non - 
respondent portion of the population from the 
initial study. This approach also served to 
meet objectives 3 and 4 most effectively. The 
experimental part of the study involving the 
effects of alternative monetary incentive proce- 
dures under this plan was also applied only to 
persons who had not participated (voluntarily 
for no monetary incentive) in the initial study. 
It was assumed that a monetary incentive would 
have no adverse effect upon the cooperation 
of those persons who had cooperated previously 
without the incentive. 

A probability subsample of the area seg- 
ments used in the initial study was selected to 
allow the development of bias adjustment proce- 
dures, if necessary (objective 4), which would 
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be applicable to all area segments in the 
initial sample. 

The sampling frame for the quality check 
study consisted of the PSUs and the area 
segments (secondary sampling units) which were 
included in the initial household survey PSUs. 

The quality check sample was drawn in two 
stages. The first stage units were PSUs from the 
initial study or clusters of these PSUs within a 
compact area. Second stage units were the area 
segments in the initial study. In most cases, a 
sample of 4 segments was selected in each sampled 
cluster of PSUs for the incentives experiment. 

The metropolitan areas of New York- Newark, 
Philadelphia, Chicago, Los Angeles -Long Beach, 

and San Francisco were treated somewhat dif- 
ferently than the remaining clusters. The PSUs 
selected from each of these areas were consi- 
dered as a single cluster and included in the 
quality check sample with probability one; first - 
stage units selected in this are said to be self - 

representing. The number of quality check 
segments selected from each area was not 
restricted to 4, but to a multiple of 4, 

depending upon the size of the area. These 
areas coincide with some of the worst experiences 
in obtaining response in the initial household 
survey. 

The remaining areas in the sampling frame 

were first stratified by region into 4 regions: 
(1) Northeast; (2) Southeast; (3) Central; and 

(4) West. Within each region further stratifi- 
cation was carried out based on type of community 
(TOC) strata used in the initial sample of PSUs. 
These TOC strata are: 

(1) Central cities with a 1960 population 
of 180,000 or more; 

(2) The remainder of the Standard Metro- 

politan Statistical Area (SMSA) for 

each of the TOC 1 cities; 

(3) Remaining metropolitan counties 
belonging to an SMSA and counties 
with a city of 25,000 or more; 

(4) All areas not included in TOC 1, 2, 

and 3. 
These strata were collapsed into 2 new strata 
consisting of a combined TOC 1 and TOC 2 

stratum and a combined TOC 3 and TOC 4 stratum 

within each region. 
The allocation of the quality check sample 

to these strata is shown in table 5. The over- 

all segment sampling rate is shown in the last 

column. This rate was computed as the ratio of 

quality check segments to total segments avail- 

able in the sampling frame (10 times the number 
of PSUs). 

Thirteen clusters or areas were drawn, one 
from each of the strata shown in table 5. The 

sample areas were selected with probability 
proportional to estimated size. The size 

estimate used was an approximation of the 

number of potential nonrespondents in each 
cluster based on an expectation of 100 adults 

per PSU less some preliminary tabulations Of 
packages administered. 

Within each sample area, 4 segments were 

selected for the quality check study. (Two 

expections to this rule are area 1, New York 

City- Newark, and area 2, Los Angeles County, 

which had 8 and 12 quality check segments, 



TABLE 5 - ALLOCATION OF QUALITY CHECK SAMPLE 
TO THE ORIGINAL SAMPLE STRATA 

Sampling Frame QC Sample 

rate 

No. No. 
Description 

of of 

PSUs dust. 

No.Overall 
No. of segment 
of QC sampling 

dust. segs. 

Self- representing 
areas 

NYC- Newark 11 1 1 8 .075 
Philadelphia 5 1 1 4 .080 
Chicago 5 1 1 4 .080 
San Francisco 8 1 1 4 .050 
Los Angeles 12 1 1 12 .100 
Subtotal 41 5 5 32 .078 

Remainder 
Region TOC 
NE 1 & 2 15 8 1 4 .027 

3 &4 21 17 1 4 .019 
SE 1 & 2 14 7 1 4 .029 

3 & 4 38 34 1 4 .010 
Central 1 & 2 19 12 1 4 .021 

3 & 4 28 25 1 4 .014 
West 1 & 2 11 7 1 4 .036 

3 &4 21 21 1 4 .019 
Subtotal 167 131 8 32 .019 

Total 208 136 13 64 .031 

respectively.) Additional data on the number of 
eligible respondents by segment and the number 
of adult packages administered by segment were 
examined for the sample areas. An estimated 
number of potential additional respondents was 
computed for each segment by adding those who 
refused to take a package and an estimate of 
eligible adults in the housing units not 
screened. Stratification of the segments within 
an area was then carried out by classifying the 
segments into the following six strata: 

(1) The 10 percent of the segments having 
the largest number of potential additional 
respondents per segment. 

(2) The next 20 percent; 
(3) The next 30 percent; 
(4) The remaining segments that had at 

least one potential respondent or one 
housing unit which had not been 
screened; 

(5) Segments with zero potential additional 
respondents; 

(6) Segments not received or lacking 
screening questionnaires as of the date 
of selecting the sample. 

One segment from each of the first four 
strata (2 per stratum in area 1 and 3 per 
stratum in area 5) was selected at random for 
the quality check sample. An additional segment 
was selected from the fifth stratum in each 
cluster. Field procedures for these "zero" 
segments were limited to a check of the listing 
and a check of the screening in a subsample of 
those "zero" segments which contained some 
housing units. 

The few segments in stratum 6 were omitted 
from the study completely. Table 6 shows the 
stratum size in number of segments by area. 
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The range of estimated potential additional 
respondents for the first 4 strata is given 
in the right half of table 6. A pre -survey 
estimate of the potential additional respon- 
dents for the quality check study is given in 
the bottom line of table 6 by secondary stratum. 
The total over the 4 strata is 596 potential 
additional respondents. 

EXPERIMENTAL DESIGN 

The purpose of the experimental part of the 
quality check study was to test 4 different 
monetary incentive procedures in conjunction 
with first -quality field procedures. The 4 
procedures were: 

(A) No monetary incentive; 
(B) Five dollar incentive to take a package; 
(C) Ten dollar incentive to take a package; 
(D) A variable incentive procedure. 
The variable incentive procedure assumed a 

different tradeoff between time and money for 
different persons. Adult respondents were asked 
to take one package for no reimbursement, 2 

packages for 10 dollars, 3 packages for 
fifteen dollars or 4 packages for twenty 
dollars. 

If an 80% response could not be obtained 
using procedure Awith 4 callbacks, 2 

additional callbacks along with a monetary 
incentive were used to bring the response rate 
up as high as possible. For purposes of 
determining the effectiveness of procedure A, the 
response rates were calculated on the basis of 
packages and interviews completed prior to 
offering the incentive. 

All 4 procedures were assigned in each 
area or cluster. To balance the administration 
of different incentive procedures across the 
secondary strata, the procedures were assigned 
to the quality check segments by random selec- 
tion of 4 x 4 Latin Square experimental designs. 
The particular assignments made are shown in 
table 7. 

Since not all 10 packages could be 
administered in every segment, different 
package start numbers were assigned to each of 
the segments within an area. The random assign- 
ment scheme used produced an approximate balance 
in the number of different packages administered 
within area, within Latin Square, and within 
the entire sample. 

FIELD PROCEDURES 

A number of intensive field interviewing 
procedures were employed or attempted for this 
study in addition to the use of monetary incen- 
tives to obtain cooperation from eligible adults. 

Newspaper releases were prepared for local 
newspapers and for distribution by the inter- 
viewers. Although newspapers did not publish 
the releases, they were used effectively by the 
interviewers. Police departments and Better 
Business Bureaus were advised of the study. 

Only experienced, highly qualified 
interviewers were used. A total of 27 inter- 
viewers, 26 females and 1 male, were recruited. 
A male escort was also used in one inner city 
area. Interviewers were trained and closely 
supervised by 6 team leaders. The team 



TABLE 6 - SECONDARY STRATIFICATION BY AREA 

Sample* 
segments 

Area per stratum 

1 2 

2 1 

3 1 

4 1 

5 3 

6 1 

7 1 
8 1 
9 1 
10 1 
11 1 
12 1 
13 1 

Total------------------ 

Number of segments 
per stratum 

1 2 3 

10 20 30 
5 10 15 
5 10 14 
8 16 24 

10 20 30 
3 6 9 

1 2 3 
2 4 6 

1 2 3 

2 4 6 

1 2 2 

2 4 6 

1 2 3 
- --51 102 151 

Midrange of potential additional respondents 

Range of potential additional 
respondents per segment ** 

4 5 6 1 2 3 4 

31 7 2 19-26 14 -19 6 -14 0.4 -6 
18 2 0 18-55 10-18 6 -10 0.4 -5 
15 6 0 15-20 8-13 5 -8 0.4 -5 
27 1 4 19-32 13 -19 6 -12 0.4 -6 
34 4 2 17-33 10 -17 6 -10 0.4-6 
11 1 16-25 9 -15 6 -8 1 -5 
3 1 0 10 7 -8 4 -5 2 -4 
7 1 0 10-12 5 -10 3 -5 0.4 -2 
3 1 0 7 6-7 4 -6 0.4 -3 
7 1 0 20-29 9 -17 6 -9 1 -6 
3 2 0 6 2 -3 -2 0.4 -1 
6 2 6-22 5 -6 -5 0.4 -1 
4 5 3 -4 1 -2 0.4 -1 

169 28 9 

158 102 39 297 

*Applies to first 4 strata. 
* *The corresponding value for stratum 5 is always 0. No information was available for stratum 6. 

leaders were either central staff or senior 
field supervisory personnel. 

The listings of housing units in sample 
segments were checked for completeness and 
proper designation of sampling housing units. 
Housing units omitted in the initial listings 
were added and special procedures were applied 
to determine if these housing units were to be 
included in the sample. 

The household screening questionnaire was 
used to obtain a roster of all household 
members. Eligible adults were then identified 
according to birth date. Up to four calls were 
made to contact households for household 

screening. Neighbors were contacted after the 
first call to determine, if possible, the best 
time for a followup call. If neighbors, did 
not specify a time, the second call was made 
between 6:30 and 9:00 p.m.; a letter of 
explanation indicating that further efforts would 
be made to contact household members was 
left under the door. If no household member 

could be contacted after four calls, a neighbor 
questionnaire was completed if possible. 

All refusals at the household screening 
level were referred to the team leaders for 

possible followup. Table 8 shows that almost 
a third of the initial refusals were converted 

TABLE 7 -- ASSIGNMENTS OF INCENTIVE PROCEDURES TO QUALITY CHECK SEGMENTS 

Latin square 
number Area 

Stratum 1 

Secondary Stratifieation 

Stratum 4 Stratum 2 Stratum 3 
Sample 
number 

Incentive* 
procedures 

Sample 
number 

Incentive 
procedure 

Sample 
number 

Incentive 
procedure 

Sample Incentive 
number procedure 

1 
1 

111 
112 

C 

A 
121 
122 

B 

D 
131 
132 

A 141 
142 

D 
B 

2 211 B 221 231 D 241 A 
3 311 D 321 A 331 341 C 

2 411 D 421 431 A 441 C 
5 511 B 521 D 531 C 541 A 
5 512 A 522 532 542 D 
5 513 523 A 533 D 543 B 

3 6 611 621 D 631 641 A 
711 A 721 C 731 D 741 

8 811 C 821 831 A 841 D 
9 911 D 921 A 931 941 

4 10 1011 A 1021 C 1031 D 1041 B 
1111 1121 D 1131 1141 A 

12 1211 D 1221 A 1231 1241 C 
13 1311 1321 1331 A 1341 D 

*Incentive procedures are indicated as: A -No incentive; B -$5 to complete a single package; C -10 
to complete a single package; and D -The variable incentive procedure which offers no incentive for 1 
package, $10 for 2 packages, $15 for 3 packages, and $20 for 4 packages. 
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TABLE 8 - FOLLOWUP PROCEDURES FOR 
HOUSEHOLD SCREENING REFUSALS 

Times Times Percent 
Procedure attempted successful successful 

Telephone follow - 
up by team leader 

Personal follow - 
up by second 
interviewer 

Personal follow - 
up by team leader 

Total* 
Total personal 
followup only 

5 0 0 

21 9 42.9 

35 10 28.6 
61 19 31.1 

56 19 33.9 

*Refusals initially occurred in 64 house- 
holds; due to timing or other circumstances, 
not all of these were followed up. 

to respondents as a result of these followup 
procedures. 

If monetary incentives were assigned to a 
segment, the interviewer was instructed to make 
the following statement as part of the intro- 
duction to the screening questionnaire: 

"Anyone in your home who is eligible 
to participate in this study will be 
paid for his time." 
A list of respondents from the initial 

study was provided to each interviewer and 
after verification with the respondent, those 
who had previously participated were not 
eligible to participate in the quality check 
study. 

If package administration with the eligible 
young adults could not be completed during the 
screening interviews, an appointment was made 
for a return visit. Interviewers were instructed 
to make up to three calls to complete package 
administration. Team leaders were informed of 
all refusals at the package administration level. 
Table 9 shows the action taken and the results 
achieved. As in the case of the screening 
followup procedures, telephone procedures were 
not effective. Of 87 initial refusals con- 
tacted personally by a different interviewer or 
a team leader, 14 were converted. 

Since the study was designed to evaluate 
bias in the estimates as well as the relative 
effectiveness of alternate monetary incentive 
procedures, it was necessary to obtain high 
response in all areas including the no incen- 
tive segments. To accommodate these two study 
requirements, the no incentive segments were 
first treated according to the experimental 
design. All response information was 
recorded at that point and if the overall 
response (screening rate time package completion 
rate) was less than 80 percent, further attempts 
were to be made to achieve, at least, an 80 
percent response. These further attempts were 
to employ the $10 per package incentive (mone- 
tary incentive procedure C). Table 10 shows 
that in these particular areas, over half of 
the refusals were converted by the use of the 
monetary incentive. 
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TABLE 9 - FOLLOWUP PROCEDURES FOR 
PACKAGE REFUSALS 

Procedure 

Telephone followup 
by team leader 

Personal follow - 
up by second 
interviewer 

Personal follow - 
up by team 
leader 

Total* 
Total personal 
followup only 

Times Times 
attempted 

Percent 

21 0 0 

43 8 18.6 

44 6 13.6 
108 14 13.0 

87 14 16.1 

*Refusals initially occurred in 111 cases. 

EXPERIMENTAL COMPARISONS 

The results of the experimental study are 
shown in tables 11 through 14. Data from one 
sampling unit was not useable because the 
interviewer inadvertently applied the wrong 
incentive procedure. The data for incentive 
procedure A, (no incentive) excludes responses 
obtained after invoking incentive procedure C 
to obtain response rates of at least 80 percent. 

Table 15 shows the response rates achieved 
using each of the 4 incentive procedures. To 
determine the significance of any observed 
differences in response rates among the 4 
incentive plans, a linear model was fitted to 
the segment data. The model adjusted for area 
(13 areas in the sample) and for the secondary 
strata. Three dependent variables were 
analyzed: 

(1) The ratio of initial survey 
respondents plus quality check 
survey respondents to quality 
check eligibles plus initial 
survey respondents; 

(2) The ratio of quality check 
eligibles plus initial survey 
respondents to housing units 
screened; 

(3) The ratio of housing units 
screened to total occupied 
housing units. 

The variability of each of the 
dependent variables can be expected to depend 
upon the value of the denominator of the ratio. 
For the purposes of fitting the model, the 
variances were assumed to be inversely propor- 
tional to the denominators of the dependent 
variable ratios. 

Three contrasts were considered to be of 
special interest and were estimated for each 
of the dependent variables. These three 
contrasts were: 

(1) Incentive versus no incentive 
[(B+C +D) /3 - A]; 

(2) Variable incentive versus fixed 
incentives [D - (B+C) /2]; 

(3) $10 incentive versus $5 incentive. 



TABLE 10 - EFFECTS OF FOLLOWUP WITH INCENTIVE 
IN NO INCENTIVE SEGMENTS 

Sampling 
unit 

number 

Screening Pkg. Admin. 
Initial Successful Initial Successful 
refusals followup refusals followups 

321 0 1 1 
541 0 0 2 1 

921 3' 1 10 5 

1 0 9 3 

1221 3 0 5 2 

1331 6 6 7 5 

Total 13 7 34 17 

It appears appropriate to test the 

hypothesis that each of these contrasts is 
vero against the one -sided alternative that 
it is greater than zero. Table 16 shows the 
estimated values of these contrasts and the 

value of the t- statistic for each contrast. 
Only the contrast which compared package 
response rates for the incentive procedures 

and the no incentive plan was shown to be 

statistically significant. 

COST COMPARISONS 

In light of the small differences in 
response rates observed among the the 3 incentive 

plans, one basis for selecting a plan for 
future surveys was the cost per unit of data 

obtained. Cost comparisons at the time of 

the study clearly favored plan D. 
An updated variable field cost model based 

on subsequent experience with plan D is shown 

in table 17. This model reflects Year 03 

TABLE 11 - STUDY RESULTS FOR PROCEDURE A 

Sampling Quality check survey Initial 
unit Occupied HUs Elig. adults survey 

number Sample Screened *Total* *Respdnts respdnts 

112 (Data not useable) 
131 37 32 22 11 3 

241 21 20 8 8 

321 41 36 4 3 4 

431 38 37 12 7 14 
512 44 36 9 8 

523 37 34 21 21 1 

541 14 14 6 4 

641 35 33 8 2 3 

711 59 54 10 10 1 

831 32 32 6 4 1 

921 39 36 17 7 4 

1011 46 45 15 6 4 

1141 19 19 2 

1221 28 22 7 2 7 

1331 21 15 9 2 2 

otal 511 465 154 95 46 

*Excludes 7 additional housing units 
screening using incentive procedure C and shown 
in table 10. 

* *Includes eligible respondents identified in 
7 additional housing units shown in table 10. 
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TABLE 12 - STUDY RESULTS FOR PROCEDURE B 

Sampling Quality check survey Initial 
unit Occupied HUs Elig. adults survey 

number Sample Screened Total Respdnts respdnts 

121 47 36 10 6 2 

142 20 11 9 5 1 
211 56 53 22 20 7 

331 28 25 2 1 2 

421 53 51 21 18 3 

511 41 31 19 7 1 

532 27 22 9 6 1 

543 23 23 4 1 0 

611 23 23 16 12 1 

741 36 34 12 12 0 

821 25 25 15 14 10 

931 40 38 5 5 1 

1041 14 13 3 2 2 

1111 40 38 7 6 5 

1231 26 24 3 3 3 

1321 30 30 4 1 14 

Total 529 477 161 119 53 

response experience and current costs. The 
cost per package and cost per respondent based 
on the table 17 model are shown in table 18. 

The cost per package for plan D is less than 
half that obtained for any of the other plans. 
Cost per respondent is, of course, highest for 
plan D. 

ADDITIONAL EXPERIENCE 

Plan D was adopted in the surveys conducted 
in Years 02 through 05. The package response 
experience for Years 01 through 04 are shown in 
table 19. The Year 05 experience has not yet 

.been tabulated. 

TABLE 13 - STUDY RESULTS FOR PROCEDURE C 

Sampling Quality check survey Initial 
unit Occupied }Ws Elig. adults survey 

number Sample Screened Total Respdnts respdnts 

111 65 49 19 14 1 
132 21 21 10 4 0 
221 27 25 9 6 5 
341 19 18 5 4 5 
441 14 14 4 4 1 
513 34 23 4 4 
522 31 29 8 6 8 
531 20 19 9 5 0 
631 47 44 13 10 4 
721 56 50 6 6 5 
811 48 45 13 12 12 
941 20 19 3 2 4 

1021 31 26 7 6 4 
1131 20 17 3 3 4 
1241 32 31 2 1 1 
1311 70 68 6 6 16 

Total 555 498 121 93 70 



TABLE 14 - STUDY RESULTS FOR PROCEDURE D 

Sampling Quality check survey 
unit Occupied HUs Elig. adults 

number Sample Screened Total Respdnts 

Initial 
survey 

respdnts 

122 44 35 24 18 4 

141 21 18 3 2 2 

231 34 32 2 1 1 

311 58 45 12 9 10 

411 56 49 16 10 2 

521 49 49 3 3 3 

533 50 47 18 15 6 

542 20 20 1 0 1 

621 24 22 18 18 0 

731 44 43 3 3 0 

841 8 8 1 1 5 

911 44 44 8 4 12 

1031 26 25 7 5 4 

1121 19 19 3 3 4 

1211 17 17 6 3 2 

1341 29 29 1 0 4 

Total 543 502 126 95 60 

TABLE 15 - INCENTIVE PROCEDURE COMPARISONS 

Incentive Percent HUs 
procedure screened 

Percent 
completing packages 

Including 
initial 

Quality check survey 
eligibles only respdnts* 

A 91.0 61.7 70.5 

B 90.2 73.9 80.4 

C 89.7 76.8 85.3 
D 92.4 75.4 83.3 

*Initial survey respondents are added to 
both the numerator and denominator used in 
computing package completion rates for the 
quality check survey. 

TABLE 16 - EXPERIMENTAL COMPARISONS 

Estimated contrasts Value t- statiStice 

Respondents /eligibles 
(B+C +D) /3 - A .1034 2.097* 
D - (B+C) /2 .0467 0.869 
C - B .0749 1.281 

Eligibles /HUs screened 
(B+C +D) /3 - A -.0397 -0.660 
D - (B+C) /2 -.0271 -0.433 
C - B -.0780 -1.065 

HUs screened /OHUs 
(B+C +D) /3 - A .0059 0.251 

- (B+C)/2 .0290 1.187 
C - B .0021 0.073 
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TABLE 17 - COST MODEL FOR SCREENING 
AND PACKAGE ADMINISTRATION* 

Paramater Assumed value 

Calls required to complete 
screening at 99.7 percent of 
occupied housing units (OHUs) 1.809 

Eligible young adults per .338 
Calls per eligible in addition to 
screening calls to obtain 
cooperation and administer at 
least one package .920 

Additional calls per respondent 
taking 2 or more packages (Plan D 
only) .118 

Response rate R 
Proportion of respondents willing 
to complete 

1 package .019 
2 packages .022 
3 packages .007 
4 packages .952 

Average packages administered per 
respondent (Plan D) 3.892 

Average incentive cost per package 
(Plan D) $4.91 

Other unit costs: 
Package administration (1 hour) $3.50 
Cost per call (.571 hours + 
8.57 miles) $3.11 

*Based in part on NAEP Year 03 experience. 

As shown in table 19, the response rates 
obtained in the experimental study compare 
favorably with results obtained for plan D in 
the full scale surveys. 

A large majority of respondents have chosen 
to take all 4 packages. Year 04. the policy 
for incentive payment was modified to include a 

$5 incentive for one package. As a result, the 

number of respondents opting to take only one, 

package increased. A small increase in the 
percent agreeing to take any package at all was 
also experienced. 

TABLE 18 - HYPOTHETICAL COST PER PACKAGE 
BY INCENTIVE PLAN 

Plan 
Assumed response 

rate (R) 

Cost per 
package 

Cost per 
respondent 

A .70 $31.16 $31.16 
B .80 $32.69 $32.69 
C .80 $37.69 $37.69 
D .80 $14.72 $57.29 



TABLE 19 - ADDITIONAL PACKAGE RESPONSE EXPERIENCE 

Year' 01 Year 02 Year 03 Year 04 
Percent 

of 

Number total 

Percent 
of 

Number total 

Percent 
of 

Number total 

Percent 
of 

Number total 

Refusals 3,834 26.7 517 20.0 892 15.4 733 14.7 
Other /not at home 2,28 15.9 125 4.8 68 1.2 57 1.1 
Respondents: 8,257 57.4 1,938 75.2 4,822 83.4 4,211 84.2 
1 package 8,257 57.4 40 1.6 93 1.6 168 3.4 
2 packages - -- 72 2.8 108 1.9 96 1.9 

3 packages 58 2.3 33 .6 36 .7 

4 packages -- 1,768 68.5 4,588 79.3 3,911 78.2 
Total eligible 14,375 100.0 2,580 100.0 5,782 100.0 5,001 100.0 
Total packages 8,257 -- 7,072 18,760 16,112 -- 
Packages /eligible .57 2.74 3.24 3.22 
Packages per respondent 1.00 3.65 3.89 3.83 
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THE NATIONAL ASSESSMENT NO -SHOW STUDY: 

AN EXAMINATION OF NONRESPONSE BIAS1/ 
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1. INTRODUCTION 

In any sample survey, nonresponse is a 
serious problem. Nonrespondents may either be 
difficult to locate or be reluctant to parti- 
cipate once they are located. Cochran and Kish 
[1,4] enumerate several types of nonrespondents 
who are difficult to locate, such as young 
marrieds who do not have small children, the 
employed females, the higher socioeconomic 
classes, and the lowest socioeconomic classes; 
nonrespondents who are sometimes reluctant to 
participate include the old and the widowed. 
There are certain individuals who will refuse to 
be interviewed no matter how skillful the inter- 
viewer, who are incapacitated, or who are away 
from the interview site for the duration of the 
field -work; these people compose the core" 
[1] nonrespondents and represent a source of 
bias in virtually every sample survey. 

Several methods have been proposed for 
reducing the number of nonrespondents. These 
methods include improved methodological tech- 
niques with emphasis on increased cooperation 
rates among respondents, repeated callings or 
mailings to nonrespondents, subsampling of 
nonrespondents, and use of a more expensive 
callback procedure such as personal interviews 
[2,3,6], imputation or editing of missing data 
[7], or a technique of weighting the data in- 
versely proportional to its frequency of 
occurrence called the Politz Scheme [5]. None 
are completely satisfactory. 

As Kish and Cochran [1,4] have noted, it 

has become standard practice for better sample 
surveys to report the size and sources of non - 
response. Nonresponse is a problem which must 
be handled in different ways for each survey. 
The Na4ona1 Assessment of Educational Progress- 
(NAEP) has conducted a nonresponse study on a 
subsample of 17- year -olds who were enrolled in 
school. The subsample was composed of 17 -year- 
olds who were intially selected for the National 
Assessment School sample but who failed to appear 
for exercise administration. Data on absenteeism 
and course grades were collected for respondents 
(original or regular National Assessment respon- 
dents) and nonrespondents (No- Shows). These data 
are termed auxiliary data (appendix A). In 
addition, data were also collected from No -Shows 
in an attempt to determine their reasons for 
failing to appear during the regular Assessment. 
These data are termed supplementary data, 
(appendix B). 

Attempts were made, over a 3 -week period, 
to contact selected individuals in school. A 
subsample of those individuals who had not been 
contacted in school was selected for an out -of- 
school follow up. Using the data from both in- 
school and out-of- school nonrespondents, as well 
as from the original National Assessment, respon- 
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dents, a model was developed to estimate the non - 
response bias in exercises package performance. 

2. SELECTING THE SAMPLE OF NONRESPONDENTS 

The National Assessment sample is a three - 
stage national probability sample which is com- 
posed of a school sample, termed the in- school 
sample, and a household sample, termed the out - 
of- school sample. This particular nonresponse 
study involves only the in- school portion of the 
National Assessment sample. 

An in- school sample has been drawn annually 

since the inception of National Assessment in 

1969. The first year of National Assessment was 

termed Year 01. The nonrespondent sample was 
selected as a subsample of the Year 04 sample, 
i.e., 1972 -73 school year. In order to understand 
the method by which the nonrespondent sample was 
selected, it is necessary to briefly explain the 
Year 04 sampling design. 

The Year 04 Primary Sampling Units ( PSU's) 
were composed of counties or groups of contiguous 
counties. The primary units were stratified by 
region, size of community, and socioeconomic 
characteristics before selection. 

Primary units were selected using probabil- 
ities proportional to the population of the 
sampling unit. A total of 118 units were selected 
by this procedure. The secondary sampling units 
consisted of public and private schools within 
selected PSU's. Stratification of the secondary 
units by income characteristics and size of school 
took place before selection. Schools were sel- 
ected using probabilities proportional to the 
estimated number of eligibles in each school. The 

tertiary sampling units were students who were 
enrolled in sample schools, who met certain age 
requirements,39nd who were not ineligible for any 
other reason.-2 Although the in- school assessment 
is interested in student respondents from three 
different ages, 9- year -olds, 13- year -olds, and 
17- year -olds, this particular study was limited to 
the 17- year -old subpopulgtien since it would 

appear that the nonresponse problem is most 
serious in that age class. 

Students selected for National Assessment may 
be administered exercises on a group basis or be 
given individual interviews. Response rates for 
the three in- school age classes are recorded by 

type of administration in table 1. These data are 
from Year 03 of National Assessment and indicate 
that the response rates for individual packages 
tended to be slightly higher than those for group 
packages. This response difference might be 
explained by the fact that NAEP places particular 
importance on the administration of individual 
exercises. One purpose of the No -Show study is to 
determine the reasons for this relatively low rate 
of response among 17- year -olds. 



Table 1. Student response rates by age class and package administration mode 

Description 
Planned 
sample 
size 

Sample 
students 
assessed 

Response 
rate 

9- year -olds 

Group packages 10,368 9,102 87.8 

Individual packages 6 ,480 5,745 88.7 

13- year -olds 

Group packages 18,144 15,489 85.4 

Individual packages 6,480 5,629 86.9 

17- year -olds 

Group packages 23,328 17,229 73.9 

Individual packages 6,480 4,842 74.7 

* 
Data recorded from Year 03 of National Assessment. 

During any assessment year, two or three 
different subject matter areas are assessed. 

The subject matter areas for Year 04 were 
mathematics and science. Exercises are grouped 

together into packages. Every package in Year 
04 contained a mixture of mathematics and 
science exercises. From the set of Year 04 
packages for 17- year -olds, three group - 

administered packages and one individually 

administered package were arbitrarily selected. 
The group packages were numbered as 01, 03, 09; 
the individual package was numbered 13. These 
packages were designated as No -Show packages, 

and it is by means of these packages that the 
nonresponse bias in the NAEP- reporting of 
student performance is assessed. 

As was mentioned earlier, the nonres- 

pondent sample was a subsample of the Year 
04 sample. The Year 04 PSU's were sub- 

divided into two heterogeneous clusters. 
The clusters were constructed so as to be 
well balanced with respect to region, 
size of community, and socioeconomic 

characteristics. One cluster was then 

randomly selected for the No -Show study 

using equal probabilities. The No -Show 
primary sample was composed of 57 

Eligible schools in the No -Show 
secondary sample consisted of all 17- 

year -old sample schools in No -Show PSU's 

in which at least one of the No -Show 
packages had been administered during 

regular National Assessment. Within 

selected schools, students eligible for 
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the nonresponse study were selected for a 
particular No -Show package on a matched - 
sample basis. That is, all students who 
were originally selected for a group - 
administered package but who had not 
appeared for assessment were eligible 
for any of the No -Show group packages 
administered in the school during 17- 
year -old assessmwnt. Similarly, any 
student who was selected for an individually 
administered package but who had failed to 
appear for assessment was eligible for the 
No -Show individual package, provided that the 
same package had been administered in the 
school during 17- year -old assessment. This 
matched sampling procedure was adopted so 
that the analysis of differences between 
respondents and nonrespondents could be 
made on a within -school basis. Eligible 
students were selected for specific No -Show 
packages using cyclic systematic sampling. 
A subsample of 2,771 students was selected 
from an original 7,725 17- year -old non - 
respondents in Year 04. 

Attempts were made to contact selected 
individuals in school over a 3 -week period 
following the regular assessment. Of the 
2,771 students selected for the in- school 
portion of the study, 34 were determined 
to be ineligible; a total of 1,990 students 
out of the 2,737 who were eligible and 
selected were assessed; thus, the response 
rate for the in- school portion of the non - 
response study was 72.7 percent. At the 



end of the 3 -week period, the names and add- 

resses of all individuals who had not been 

contacted were requested from the schools. 

Several schools refused to release this 

type of information; however, names and add- 

resses were obtained for 598 of the 747 eli- 

gible in- school nonrespondents. A systematic 

subsample of 130 of No -Show study nonrespondents 

was selected for the out -of- school portion of 

the No -Show study. During the out -of- school 

phase of the study, selected individuals were 

encouraged to take all four No -Show packages 

and were given an incentive payment of five 

dollars for each package which they completed. 

Ten of the individuals selected for the out - 

of- school portion of this study were deter- 

mined to be ineligible. The total number of 

out -of- school respondents was 102; thus, a 

response rate of 85 percent was achieved 

during the out -of- school portion of the 

No -Show study. 

3. NOTATION 

The notation given below and used in 
section 4.1 is defined by PSU (i.e., condi- 
tional upon selection of the first -stage 
PSU/s). Furthermore, formulas are devel- 
oped specifically to subject matter exer- 
cises within the package since the sub- 
sequent analytic development is similar 
in each case. A symbol is intended to 
define an entity, while the attached sub- 
script serves to determine its applica- 
bility. A block symbol refers to a random 
variable, and a script symbol refers to a 
parameter. Finally, let an upper case 
script symbol refer to the population of 
all units and let the corresponding lower 
case script symbol refer to an estimate 
of the parameters associated with a 
sample of these units. Specifically, we 
define 

Y = number of exercises answered correctly, 

(p) = population proportion of eligible 
NAEP participants, 

= mean number of exercises answered 
correctly, 

E (e) number of eligible students. 

The first -position subscript (a) associated 
with the above symbols refers to the total 
population (o), regular assessment respon- 
dents (1), and nonrespondents or No -Shows 
(2). Population totals Fa and Ca refer to 
the quantities 

Fa E Eoj Plj (a=1,2) 

Ca Eoj P ; (a-1,2) 
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which are estimated by and 

respectively. These qua%titiesawill be 

combined to assess the magnitude of non - 

response bias in NAEP regular assessment 

statistics. 

The following symbols are used in 

the preceding and subsequent formulation: 

h = pseudo stratum, 

i = PSU within pseudo- stratum, 

j = school, 

k = student within school, 

m number of eligible sample students 

taking a package, 

w = package sample nonresponse adjusted 
weight (i.e., inverse of the probability 

of selection into the study), 

= set of all eligible schools, 

w = sample set of elibible schools, 

+ = summation over all possible subscript 
values. 

4. METHODOLOGY 

4.1 First -Order PSU Estimators 

Pis 

V o- 

4. 

- 
o 

First, note that the "true" value of 

E 
Eoj oj 

E 

j 

E 
o 

Eoj (P + P2j 2j) 

E E 
o 

°j 

If one lets 
m 
lj 

E E 

jowl k =1 

E 
o 

wljk Yljk 

mlj 
wljk 

k=1 

then the expectation of the estimator 

E Eoj 
ylj 

E 
o 



Computation of the wljk' the regular assessment No -Show study individual package response rate is 
obtained from the response rate to all individual 

weights adjusted for total nonresponse, is docu- packages given in the school. Recall that the 

mented elsewhere [8]. 
w2jk 

weights denote the reciprocals of No -Show 

Thus, selection probabilities adjusted for No -Show non - 
response. 

Bias (ÿ1) E(g1) - 7o (4.1.1) The preceding statistics yield bias estimates 
involving in- school regular assessment respondents 
and all'No -Show respondents. Another set of 

- C2 meaningful bias estimates involves in- school 
regular assessment respondents and in- school No- 

o Show respondents. The definition changes indi- 
cated by the ( *) were motivated by the attempt 

since 1 - by definition 
to form a matched school bias estimator based 
exclusively on in- school No- Shows. The set of 

Similarly, 

Bias 
Rel -Bias (y1) 

yo 

- C2 

P2 

* 
schools w1 is the subset of regular assessment 

(4.1.2) 
w1-schools which provided in- school No -Show 

Ratio -type estimators are used to estimate 
values associated with equations (4.1.1) and 
(4.1.2) 

bias (y1) 

o 

rel-bias 
42 2 

where 

(4.1.3) 

(4,1.4) 

responses for the particular package in question. 
The deleted schools either had no cooperating 
in- school No -Show respondents for the package, 
or were subsampled out at the No -Show package 
assignment stage to control the package yield 
per PSU. The regular assessement respondent 

* 
for the set of schools with in- school No -Show 

responses for the package were inflated to 
account for the deleted schools, hence the 

adjusted wljk weights. 

Regarding the components of equations (4.1.3) 

and (4.1.4), 

* * 

* bias (y1) * 

o 

and 

wljk rel bias* (ÿ1) * 
1 + 

p2j wljk Yljk where 

j wljk Yljk E E w* 
1 Jew]. k=1 ljk 

m2j 

j 
C2 

2 w2jk Y2jk ci 
p2j wljk Yljk 

2 2 jew1 k=1 

plj 

1 

The parameters Plj and P2j are estimated from 

school response rates during regular assessment. 
The estimate for a No -Show study group package 
is found as the response rate to all group 
packages given in that school. Similarly, the 
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(4.1.5) 

(4.1.6) 



* * ml j * * 

m2j wljk 
Y2jk 

* 
With m2j denoting the number of in- school No -Show 

responses from school jew , the definition of the * 
set of schools w 

1 
assures that m 

2j 
> O. Since 

the adjusted weights wljk = Eoj / with 

wij denoting the adjusted school by package 
* * 

weight, on% can recast and as follows: 

P2j Eoj y1j 

1 

_* 
w p2j Eoj y2j . 

1 

The numerator of equations (4.1.5) and (4.1.6) 
is therefore 

2 (gi 

(4.1.7) 

4.2 Overall First -Order Estimates 

To facilitate the ensuing discussion, attach 
subscripts to y, e, and of (4.1.3) and (4.1.4) 

* * * 
and y , and of (4.1.5) and (4.1.6) (i.e., 

subscripts "hi" to indicate PSU -i within pseudo 
stratum -h). Using these quantities, one obtains 
the overall estimate involving all No -Shows as 

bias (y1) Y++ / (4.2.1) 

rel-bias 
/ 

(4.2.2) 

and involving only in- school No -Shows as 
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bias* (y1) = Y++ / (4.2.3) 

rel-bias* (y1) / (4.2.4) 

4.3 Second -Order Estimators 

The second -order estimators of variance 
for expressions (4.2.1) through (4.2.4) are 
based upon a form of the "jackknife" technique 
introduced by Quenouille [9] and advanced for 
interval estimation by Tukey [10]. The exact 
form used here was presented by Frankel [11]. 
The procedure is presented for estimates in- 
volving all No- Shows, although the procedure 
for estimates involving only in- school No -Shows 
is similar. 

hl 

First, these definitions are given: 

2y++ 

h2 = A 

hl 

2y++ 

+ YAhl 

+ h2 -h2 

Yh2 

Yhl 1h2 

hl 

+ Yh2 Yhl 

h2 

Since the.57 PSU's make up a half -sample 

of NAEP regular assessment PSU's, the desirable 

condition of having two PSU selections per 

stratum does not hold. Instead, pseudo strata 

were formed by sequentially pairing the No -Show 

PSU's according to region and size. Since the 

number of is odd, one pseudo stratum 

(h °) was assigned three PSU's The associated 

jackknife estimators of variance are 



H 2 3 
var{bias = 1/4 E [ßh1 - 

+ 1/8 E E - 2 

h=1 1=1 j=i+1 [ h°i 

h#h° 

and 

H 
var{rel-bias 1/4 E 

hl - 
C + 1/8 

h=1 

h#h° 

2 

E 

3 

E 

[h°i- 

To assess the significance of the bias and 
rel -bias estimates, one might be willing to assume 
that 

bias 
T 

[var {bias (ÿl) 

T' 

rel-bias 

[var{rel-bias í 

are distributed as a "Student's" t- statistic 
with 29 degrees of freedom. Under this 
assumption, significance with a Type I 
error of 0.05 is indicated when ITI > 2.045 
or IT'I > 2.045. 

5. RESULTS AND DISCUSSION 

Results obtained by applying the method- 
ology of section 4 to group packages, 01, 03, 
and 09 and individual package 13 are now pre- 
sented and discussed. Sample sizes associated 
with these findings are found in table 2. The 
actual results are presented in table 3. 

Weighted estimates of the mean correct response 
for subject matter exercises within a package 
are found in table 4. 

In many instances, comparisons involving 
all No -Shows are statistically significant 
subject to the assumptions made previously. 
Since most biases and rel- biases are positive, 
it would appear that the regular assessment 
respondents are somewhat better students than 
No- Shows. These results parallel the results 
of appendix A in which regular assessment and 
No -Show data are compared with respect to other 
auxiliary measures. These data indicate that 
regular assessment respondents tend to miss 
school less frequently, get better course grades, 
take more courses, and have more academic - 
oriented goals. The figures of table 4 
indicate a similar type of performance differ- 
ential between regular assessment and No -Show 
respondents. 

As one might anticipate from these prelim- 

inary findings, most of the bias values in table 

3 are positive. The only negative results are 

small and could be attributable to sampling var- 
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iation. 

With the group packages, the magnitude of 
bias is reduced and generally not statistically 
significant when only in- school No -Shows are 
involved. The figures of table 4 imply similar 
results when one notices the intermediate per- 
formance of the in- school No -Shows relative to 

regular assessment and out -of- school No -Show 
respondents. This indicates that in- school 
No -Shows may be more similar to the regular 
assessment respondents and have been absent 
from the regular assessment for different 
reasons than the out -of- school No- Shows. 

The results of table B.1 in appendix B 
indicate that the majority of in- school No -Shows 
were not absent from school on the day in which 
they were originally scheduled to be assessed. 
Furthermore, a moderate proportion of those who 
said they were not absent from school indicated 
that they had other school- oriented commitments. 

The results for individual package 13 do 
not conform to the patterns established with 
the group packages. The magnitude of the biases 
associated with comparisons involving only in- 
school No -Shows are somewhat greater than com- 
parisons involving all No- Shows. Both science 
exercise biases are small and not significant 
while significance is indicated with the latter 
explanation for these findings is not clear; 
however, it should be noted that the content 
and administration of this individual package 
13 differ from the group package. Group 
packages are administered to a much greater 
proportion of participating students and are 
essentially self- administered. Individual 
packages on the other hand, require continual 
interaction by exercise administrators and 
contain several exercises which involve opinion, 
probing, and branching among parts of the 

exercise. 



Table 2. No -Show study sample sizes 

Package 
Regular Assessment 

Respondents 
No -Show 

Respondents 
Total In- School Out -of- School Total 

01 1148 522 100 622 
03 1209 536 100 636 
09 1144 492 98 590 
13 1086 439 99 538 

Table 3. Bias estimates and estimates of precision 

Package 
Number of 
Exercises 

MATHEMATICS: 
01 16 

03 19 

09 19 

13 22 

SCIENCE: 
01 23 

03 13 

09 28 

13 7 

Bias (B) or 
Rel -Bias (RB) 

All No-Shows In- School No -Shows Only 

Estimate Variance Estimate Variance 

0.3385* (0.0780)2 0.0721 (0.0472)2 
0.0374* (0.0089)2 0.0078* (0.0051)2 
0.5545* (0.1012)2 0.1771* (0.0670)2 

0.0554 (0.0106)2 0.0172 (0.0065)2 
0.3316 (0.2166)2 0.0148 (0.1278)2 

0.0360 (0.0243)2 0.0016* (0.0136)2 
0.1387 (0.1650)2 0.2284* (0.0856)2 

0.0113 (0.0136) 0.0191 (0.0072) 

0.3801* (0.0935)2 0.1445 (0.0508)2 

0.0327* (0.0082)2 0.0124 (0.0044)2 

0.2510* (0.0570)2 0.0674 (0.0488)2 
0.0425 (0.0102)2 0.0111 (0.0081)2 

0.3874 (0.4517) 
2 

(0.0249)2 -0.0018 
(0.1832)2 
(0.0097)2 

0.0001 (0.0384)2 0.0120 (0.0271)2 

0.0000+ (0.0122) 0.0038 (0.0087) 

* 
Probable significance with a Type I error of 0.05 

Table 4. Weighted estimates of mean number correct responses 
* 

Package 
Regular Assessment 

Respondents 
No -Show 

Respondents 
Total In- School Out-of- School Total 

MATHEMATICS: 
01 9.4 8.8 5.7 8.1 
03 10.6 9.8 6.4 9.0 
09 9.5 9.1 5.8 8.4 
13 12.4 11.0 8.1 10.3 

SCIENCE: 
01 12.0 11.3 8.9 10.7 
03 6.2 5.9 4.6 5.6 
09 18.9 18.5 15.7 17.9 
13 3.2 3.0 2.3 2.8 

* 

E Yajk 
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a 
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186 



Appendix A 

Absentee and course grade data were 
collected for certain in- school respondents 
and nonrespondents. These data were termed 

auxiliary data. The data were collected for 
all in- school respondents who were selected for 
either the first group administered No -Show 

package (i.e., package 01) or the individually 

administered No -Show package (i.e., package 13). 
Auxiliary data were also collected for all non - 
respondents who were selected for the in- school 
portion of the study and who were assigned either 
the first group administered No -Show package or 
the individually administered No -Show package. 

Appendix B 

A special supplementary questionnaire 
was developed for the nonresponse study to 
ascertain the reason a selected student failed 
to appear for assessment. Separate question- 
naires were developed for the in- school and 
out -of- school portions of the study. These 
supplementary data were collected from all 
individuals who were selected for either the 
in- school or out -of- school portions of the 

nonresponse study and who participated in 

the study. 

Table A.1. Auxiliary comparative frequency data by 
percent days absent through February 1973 

Selected Respondents No -Show Respondents 
Percent Days 

Absent 
Adjusted 

Absolute Relative 
(Percent) 

Adjusted 
Absolute 'Relative 

(Percent) 

-10 1362 81.3 674 61.2 
11 -20 253 15.1 254 23.1 
21 -30 39 2.3 89 8.1 
31 -40 14 0.8 34 3.1 
41 -50 5 0.3 18 1.6 
51 -60 0 0.0 23 2.1 
61 -70 2 0.1 4 0.4 
71 -80 0 0.0 3 0.3 
81 -90 0 0.0 2 0.2. 
91 -100 0 0.0 0 0.0 
NA 78 - 223 - 

Total 1753 100.0 1324 100.0 

Mean 5.9 11.3 
Median 4.2 7.3 

Table A.2. Auxiliary comparative frequency data by individual 
grade point average for the most recent available 
reporting period ending prior to March 1, 1973 

Grade Foint 
* 

Average 

Selected Respondents No -Show Respondents 
Adjusted 

Absolute Relative 
(Percent) 

Adjusted 
Absolute Relative 

(Percent) 

0.0 -0.5 10 0.6 73 6.6 
0.6 -1.0 35 2.1 62 5.6 
1.1 -1.5 119 7.1 125 11.3 
1.6 -2.0 198 11.8 164 14.8 
2.1 -2.5 315 18.8 233 21.1 
2.6 -3.0 339 20.2 159 14.4 
3.1 -3.5 387 23.1 191 17.3 
3.6 -4.0 275 16.4 99 9.0 
NA 75 218 

Total 1753 100.0 1324 100.0 

Mean 2.60 2.15 
Median 2.66 2.22 

Based upon a four -point system: A 4, B 3, C = 2, D 1, F = 0; 
involves only those courses for which a letter grade was given. 
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Table A.3. Auxiliary comparative frequency data by number of courses 

taken in the most recent available reporting 

period ending prior to March 1, 1973 

Number of Courses 
Selected Respondents No -Show Respondents 

Absolute Relative 
(Percent) 

Absolute Relative 
(Percent) 

0.0 56 4.2 

1 74 4.2 159 12.0 

2 21 1.2 13 1.0 

3 43 2.5 54 4.1 

4 178 10.2 152 11.5 

5 536 30.6 342 25.8 

6 598 34.1 364 27.5 

7 181 10.3 112 8.5 

8 122 7.0 72 5.4 

Total 1753 100.0 1324 100.0 

Mean 5.40 4.69 

Median 5.54 5.17 

Table A.4. Auxiliary comparative frequency data by curriculum type 

Selected Respondents No -Show Respondents 
Adjusted Adjusted 

Curriculum Absolute Relative Absolute Relative 
(Percent) (Percent) 

College 
Preparatory- - 935 55.6 446 39.5 
Academic 

Vocational - 
Occupational 329 19.6 307 27.2 

Other 258 15.3 199 17.6 

Cannot 
Determine 159 9.5 177 15.7 

Left Blank 72 195 

Total 1753 100.0 1324 100.0 

Table Bd. In- school No -Show supplementary frequency data by whether the 
respondent was absent from school on the scheduled participation date 

Were you absent from school 
the day in which you were 
scheduled to participate? 

Absolute 
Adjusted 
Relative 
(Percent) 

Yes 715 36.1 
No 1032 52.0 
Cannot Remember 236 11.9 
Refused 
Blank 6 

Total 1989 100.0 
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Table B.2. In- school No -Show supplementary frequency data by reason 
for nonparticipation in original assessment 

If you were not absent, 
why then did you not participate? Absolute 

Relative 
(Percent) 

Adjusted 
Relative 
(Percent) 

Was late and the session had begun 126 6.3 17.5 
Had extracurricular activities 63 3.2 8.7 
Had an examination or important class 95 4.8 13.2 
Was notified but forgot 79 4.0 10.9 
Went home sick 18 0.9 2.5 
Was late for school 17 0.9 2.4 
Had work study commitments 45 2.3 6.2 
Had job commitments 31 1.6 4.3 
Cannot remember 32 1.6 4.4 
Other 216 10.9 29.9 
Refused 0 0.0 0.0 
Blank 1267 63.7 - 
Total 1989 100.0 100.0 
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Footnotes 

1/ The work upon which this publication is based 
was performed pursuant to a Contract with the 
Education Commision of the States, utilizing 

funds from the U.S. Office of Education, 
Department of Health, Education and Welfare, 
Contract No. OEC -0 -74 -0506. However, the 

opinions expressed herein do not necessarily 

reflect the position or policy of the U.S. 
Office of Education or the Education 
Commission of the States, and no official 
endorsement by the U.S. Office of Education 
or the Education Commission of the States 
should be inferred. 

2/ A project of the Education Commission of the 
States (ECS). 

3/ Individuals who are emotionally or mentally 
retarded, functionally disabled, non - English 
speaking, or nonreaders, are excluded from 
the NAEP sample. 



THE NEW SUPPLEMENTAL SECURITY INCOME PROGRAM 

Richard Bell, Division of Supplemental Security Studies 

Office of Research and Statistics, Social Security Administration 

On January 1, 1974, the supplemental security 

income program (SSI) became the vehicle for pro- 

viding monthly cash benefit payments to the aged, 

blind, and disabled with inadequate income. 1/ 

This new program replaced the former Federal 
grants to States for old -age assistance (OAA), 
aid to the blind (AB), and aid to the permanently 
and totally disabled (APTD) in the 50 States and 

the District of Columbia. 

The SSI program establishes uniform, nationwide 
basic payment standards and eligibility require- 
ments. It is administered by the Social 
Security Administration with benefits being paid 
from U.S. Treasury general funds. In addition, 

there is provision for State supplementation of 
the basic Federal payments. During June 1974, 

nearly 3.6 million persons received federally 
administered SSI benefits totalling $448 million. 

Of this amount, $333 million represented Federal 
SSI payments and $115 million State supplementary 
payments. 

A. DESCRIPTION OF THE PROGRAM 

Benefits and eligibility requirements 

The basic monthly Federal benefit amount is $146 

for an eligible individual and $219 2/ for an 

eligible couple, living alone and without any 
income. However, if the individual or couple is 

living in another's household and receiving sup- 
port and maintenance there, the standard payment 
is reduced by one -third. SSI beneficiaries in 
public or private institutions, who receive more 

than 50 percent of the cost of their care from 
the Medicaid program under Title XIX of the 
Social Security Act, may receive a maximum pay- 
ment of $25 per month. Eligible beneficiaries 
in private institutions whose care is not met 
from Medicaid funds may receive the standard 
payment amount of $146. Inmates of public in- 
stitutions for whom Medicaid is not the main 
source of support are ineligible for SSI bene- 
fits. 

There is a requirement that the States maintain 
income at the December 1973 level for an indi- 
vidual converted from OAA, AB, or APTD to the 
SSI program. Consequently, his December 1973 
State public assistance payment plus other in- 

come is compared with his basic Federal SSI pay- 
ment plus current income. If the latter sum is 
smaller than the former, the difference must be 
made up in a "mandatory" State supplementary 
payment. 

Moreover, "essential persons" are also consider- 
ed. These are persons (a) whose needs were taken 
into account for December 1973 in determining the 
needs of an eligible individual for State assist- 
ance under the State plan in June 1973, (b) who 
live in the same household as the individual, and 

(c) who are not eligible in their own right or as 
a spouse for SSI payments. Thus, the only bene- 
ficiaries who could receive higher benefits 
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because of the presence of an essential person 
are those whose State assistance payments in 
December 1973 took the needs of such persons into 
account. The increase may be as much as $73 for 
each essential person. 

In addition to the "mandatory" payment level 
maintenance mentioned above, a State may choose 
to further supplement the Federal SSI payment of 
beneficiaries irrespective of prior eligibility 
for OAA, AB, or APTD. The extent of coverage 
under this "optional" State supplementation var- 
ies from State to State. Some States provide 
additional benefits for all persons who qualify 
for basic SSI payments, other States limit sup- 

plementation to certain groups, such as the blind 
or those in domiciliary care facilities. 

Income and resource provisions 

There are different kinds of income exclusions. 
First, on a monthly basis, $20 of income is dis- 
regarded, whether earned -- wages, salaries, or 
self -employment income - -or unearned income, e.g., 

social security benefits, other governmental or 

private pensions, veteran's compensation or work- 
man's compensation. In addition, $65 monthly of 
earned income and one -half of the remainder is 
also disregarded. Further, there are also a 
number of special exclusions including the 
following: certain earnings of a student benefi- 
ciary, infrequent or irregular income, income 

necessary to fulfilling an approved self- support 
plan of a blind or disabled beneficiary, work 
expenses of blind beneficiaries, and one -third 
of support payments made by an absent parent. 

To be eligible for benefits, the value of a per- 
son's resources may not exceed $2,250 if the 
individual has a spouse with whom he is living; 

otherwise, their value cannot exceed $1,500. 
However, there are also a number of resource 
exclusions. A home, automobile, household goods, 
and personal effects of reasonable value are all 
excluded. If the face value of all insurance 

policies on any one person is less than $1,500, 
they will not be taken into account. 

Administration of State supplementation programs 

The mandatory and optional State supplementation 
program mentioned above can be administered, at 
the State's discretion, either by the State 

itself or by the Federal government. In the 
latter case the State reimburses the amount of 
the payments made, while the administrative costs 
are borne by the Federal government. 

For those States choosing Federal administration 
of their supplementary payments, there is the 

advantage of the following "hold harmless" pro- 
vision. To the extent that the State payments do 
not, on the average, exceed its "adjusted payment 
level ", the State's financial liability for the 
amount of supplementary payments under the pro- 
gram is limited to the total expenditures for 



cash assistance to the aged, blind, and disabled 

in calendar year 1972; the Federal government 

pays the rest of the cost of such State supple- 

mentary payments. 

A State's adjusted payment level is the average 
of payments which individuals, with no other 
income, received in January 1972. The adjusted 

payment level may also include the bonus value 
of food stamps. Where payments were less than 
State standards, there is also provision for 

adjustment. 3/ 

B. SUPPLEMENTAL SECURITY INCOME 
PROGRAM STATISTICS 

Summary of national data 

Approximately 3.4 million persons received fed- 

erally administered supplemental security income 
(SSI) benefits in May 1974. 4/ Of these 2.0 

million were awarded benefits on the basis of 

age, 1.3 million because of disability, and 
72,000 on the basis of blindness (table 1). Of 

those eligible for benefits, 2.9 million had 
been eligible for State public assistance pay- 
ments in December 1973 (table 2). The average 
monthly amounts for the Federal SSI and the 
federally administered State supplementary 
payments for aged, blind, and disabled individ- 

uals and couples converted from the former State 

programs were considerably higher than the 
corresponding amounts for new SSI beneficiaries. 
The above relationship indicates that the SSI 
program is reaching a population with higher 
income than did old -age assistance, aid to the 

blind, and aid to the permanently and totally 
disabled (table 4). 

For both adult individuals and couples the major- 

ity had Federal payments only (table 3). How- 

ever, a substantial number received both Federal 
and State payments, whereas a relatively small 
number received State supplementation only. The 
average monthly Federal payments were consider- 
ably higher than the State payments to individ- 
uals, but this margin was small for couples. This 
difference partially follows from the fact that 
couples more frequently than individuals have 
social security benefits which are deducted from 
the Federal SSI payments (80 and 66 percent for 
aged couples and individuals, respectively). 
Moreover, in some cases the previous State 
assistance programs treated couples more favor- 
ably, relative to individuals, than does the 
Federal SSI program. Finally, California, which 
accounts for 30 percent of all couples with 
federally administered State supplementation, 
provides optional monthly payments of $95 to 

individuals without income and living in their 
own households; and $230 to couples. 

Impact of social security benefits 

About 50 percent of the persons with federally 
administered SSI payments also received social 
security benefits (table 6). Although approxi- 
mately two - thirds of aged SSI individuals had 
social security payments, only about one -third 
of blind and one -fourth of disabled adult 
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individuals received such payments. Only 6.8 
percent of the children under the program also 
received social security benefits. 

The national average monthly Federal SSI payments 
for adult individuals were $95.37, $135.22, and 
$136.97 for the aged, blind, and disabled, re- 

spectively (table 4). The relatively greater 
amounts for the blind and disabled reflect the 
fact that there is a larger proportion of aged 
with social security benefits than for the blind 
and disabled. 

In fact, the amount of social security payments 
accounts for almost all the countable income 
used in determining the SSI benefits. Theoreti- 
cally if social security benefits were the only 
source of income, for a given subset of Federal 
SSI individual beneficiaries, the average Fed- 
eral SSI monthly benefit, B, would be computed 
as follows :. 

B 
140I1 + 93.33I2 + 25I3 

20) P, 
I1 + 12 + I3 

where, 

Il = number of individuals living in their 
own household, 

12 number of individuals living in another's 
household, 

I3 number of individuals living in institu- 
tions covered by Medicaid, 

P proportion of individuals with Federal 
SSI payments in concurrent receipt of 
social security benefits, 

S = average social security benefit of 
individuals with Federal SSI benefits 
having social security benefits. 

Analogously, for couples we have: 

21011 + 140I2 + 5013 
B (S - 20) P, Il+I2+I3 

where all the variables now refer to numbers of 
and averages among couples. 

Deviations between the tabulated average monthly 
Federal SSI amount and the number computed by the 
above formula measure the effects of earned and 
unearned income (other than social security) upon 
the reduction of SSI benefits. In particular, 
the small differences between these tabulated and 
computed amounts given below indicate the impact 
of social security benefits and the limited 
effect of earned and other unearned income upon 
the determination of the overall SSI average 
payment amounts. 



Value 

(based on March 
1974 data) 

Aged Disabled 

Individuals Couples Individuals Couples 

Computed value $81.53 $106.84 $112.42 $148.37 

Tabulated value 81.29 100.61 113.26 145.10 

The slight excess of the computed value over the 
tabulated value 5/ reflects the contribution of 
earned and other unearned income to the total 

income of SSI beneficiaries. 

The relatively small amount of earned income and 

of unearned income among SSI beneficiaries 
receiving OAA, AB, and APTD in December 1973 
should be noted (tables 7 and 9). This further 
points to the importance of social security bene- 
fits to the low income population receiving 
supplemental security income. 

C. APPLICANTS UNDER THE SSI PROGRAM 

Although payments under the supplemental secur- 

ity income program began in January 1974, appli- 
cations for benefits were taken by Social Secur- 
ity Administration district offices beginning 
July 1973. 

Applications during the make -ready period (July - 

December 1973) 

During the 6 -month period July- December 1973, 

507,400 applications for benefits under the SSI 
program were filed with Social Security Adminis- 
tration district offices. Of these, 325,600 
came from persons over 65 years of age, and 
181,800 from applicants under 65 claiming 
blindness or disability. 

It should be noted that a significant number of 
the SSI applicants also filed for the former 
State programs during the make -ready period. 
Some of these individuals were awarded benefits 
under the State programs and were subsequently 
converted to the SSI program on January 1, 1974 
along with all the other OAA, AB, and APTD 
beneficiaries. The number of such duplicate 
applicants was approximately 200,000. 

Applications during January -June 1974 

During the first 6 months of the SSI program, 
1,314,000 people filed for benefits, 544,000 
individuals were aged applicants; the remaining 
770,000 claimed blindness or disability 
(table 11). 

As of early July, one million applications had 
been fully processed, resulting in payment awards 
in about two - thirds of the cases and a finding 
of ineligibility in about one -third. Of the 
half -million cases in process, the majority are 
disability cases that require medical deter- 
mination and review in State agencies. 
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D. THE ORS STATISTICAL PROGRAM FOR SSI 

The Division of Supplemental Security Studies in 
the Office of Research and Statistics has the 
responsibility for collecting and analyzing data 
on the characteristics of participants in the 

new program and the amounts they receive. In 
addition, information will be developed on the 
dynamics of change in beneficiary circumstances. 
The Division is also responsible for providing 
estimates of program participants and costs for 
budgetary purposes, legislative planning, SSA 
workload determinations, and research into 
measures of income adequacy as they affect the 
low income group. 

Some of the Division's activities are described 
below: 

The Survey of Low Income Aged and Disabled(SLIAD) 
is a two -stage panel study providing data to 
assess the effects of SSI on its target popula- 

tion. Information concerning income, assets, 
debts, household expenditures, health, mobility, 
employment, social interaction, adequacy of and 
attitudes towards welfare assistance was obtained 
by means of personal interviews with 18,000 aged, 
blind, and disabled during the last three months 
of 1973. The same sample respondents will be 
asked identical questions during the last three 
months of 1974. By providing descriptive pro- 
files of beneficiaries prior and subsequent to 
the initiation of SSI, analyses will be developed 
on the extent to which SSI benefits secure 
standards of living consonant with program 
intent. 

SLIAD consists of four independent samples. To 
allow a comparison of SSI with the former State 
public assistance programs, two samples were 
selected, the first from a frame consisting of 

persons with OAA, and the second, those with AB 
and APTD. Further, to gauge the impact of SSI 
upon the general population, two additional 
samples were taken from the universe of low 
income persons, not necessarily receiving State 
assistance payments. 

For the low income general population sample, the 
frame consists of aged or disabled individuals in 
the CPS sample with incomes of less than $6,500 
if married or less than $5,000 if living alone. 
The sample was selected by the Bureau of the 
Census under standard CPS procedures. 

The Longitudinal Supplementary Security Income 
Sample (LSSI), housing 550,000 cases selected 
from the SSI applicant universe, is designed to 
provide statistical data based on SSI program 
records for in -depth analyses of selected areas. 



In particular, data will be gathered to reflect 
changes in incomes and their effects on benefit 
levels, residence changes; and for disabled 
persons -- primary and secondary diagnosis, 
occupation and education. 

The LSSI design is a stratified sample, where 
each State -category (aged, blind, or disabled) 
group, based on initial application, represents 
a stratum. Digital sampling, based on digits 
of the social security numbers is used for 
selection of cases within the stratum. The 
sample size, 550,000, was determined so that 
the maximum sampling variability for the pro- 
portion of cases in a given State possessing a 
particular attribute would be no greater than 
+2 percent at the 95 percent confidence level. 

Program statistics 

Statistics relevant to beneficiaries with 
federally administered payments (Federal SSI 
or federally administered State supplementa- 
tion) are being obtained from the Supplemental 
Security Record 6/ on a universe basis. Simi- 
lar information concerning State administered 
State supplementation is being collected separ- 
ately from the States with these programs. 
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1/ The SSI program --Title XVI of the 
Social Security Act - - -was established under 
the 1972 Social Security Amendments. 

2/ Prior to July 1, 1974, these amounts 
were $140 and $210 respectively. 

3/ For a detailed account of the basic 
provisions of the SSI program see James C. 

Callison, "Early Experience Under the Supple- 
mental Security Income Program ", Social 
Security Bulletin, June 1974, pp. 3 -12. 

4/ Since May is the latest month for 
which comprehensive data are available at the 
time of this writing, most of the figures in 
this section are based on experience during 
that month. 

5/ The payments for essential persons 
corresponding to each category is not available 
at this time. However, allocating the total 
number, 117,200 of essential persons to each 
category and assuming a maximum payment of 
$70.00 to them, we can adjust upward the 
computed values for aged and disabled individ- 
uals by $3.95 and $1.71, respectively. This 
correction can explain, moreover, the excess 
of the tabulated value over the computed value 
for disabled individuals. 

6/ The tape file containing basic data on 
income, living arrangements, and other charac- 
teristics necessary to establish and maintain 
the eligibility and benefit amounts for all 
individuals under the SSI program. 



TABLE 1. -- Supplemental security income for the aged, blind, and disabled: Number of persons receiv- 
ing federally administered payments and total amount, 1974 

Period 

Number of persons 1/ 2/ Benefits (in thousan ds) 1/ 

Total Aged Blind Disabled Total 
Federal 

SSI 
State supple- 
mentation 3/ 

1974 

January 3,215,632 1,865,109 72,390 1,278,133 $365,149 $260,159 $104,989 
February 3,236,167 1,882,690 72,584 1,280,893 405,050 311,686 93,364 
March 3,333,017 1,944,966 74,048 1,314,003 416,841 313,171 103,670 
April 3,334,493 1,953,693 73,189 1,307,611 392,122 290,029 102,092 
May 3,425,891 2,016,177 71,833 1,337,881 410,240 307,322 102,918 
June 3,583,894 2,093,301 72,883 1,417,710 448,142 332,776 115,366 

1/ Excludes 
Figures have not 

Does not 
programs. 

3/ Does not 

emergency advance payments made by Social Security Administration district offices. 
been adjusted for returned checks and refunds of overpayments. 
include persons receiving only State supplementation under State -administered 

include payments for State supplementation under State -administered programs. 

TABLE 2. -- Supplemental security income for the aged, blind, and disabled: Number of persons receiving 
federally administered payments by type of payment and reason for eligibility, May 1974 1/ 

Type of payment Total Aged 
I 

Blind I Disabled 

Total 

Federal SSI payments 
Federal SSI payments only 
Federal SSI and State supplementation 

State supplementation 
State supplementation only 

Total 

Federal SSI payments 
Federal SSI payments only 
Federal SSI and State supplementation 

State supplementation 
State supplementation only 

Total 

Federal SSI payments 
Federal SSI payments only 
Federal SSI and State supplementation 

State supplementation 
State supplementation only 

All persons 

3,425,900 

3,135,100 
1,988,800 
1,146,200 
1,437,100 
290,800 

2,016,200 

1,807,400 
1,259,700 
547,700 
756,500 
208,800 

71,800 

65,600 
38,600 
26,900 
33,200 
6,200 

1,337,900 

1,262,100 
690,500 
571,600 
647,400 
75,800 

Converted from State programs 

2,927,900 

2,698,000 
1,645,700 
1,052,300 
1,282,000 
229,800 

1,664,700 

1,506,600 
1,024,400 
482,200 
640,300 
158,000 

71,000 

64,800 
38,000 
26,800 
32,900 
6,200 

1,192,200 

1,126,600 
583,300 
543,300 
608,800 
65,600 

Not converted from State programs 

498,100 

437,000 
342,900 
94,100 

155,100 
61,100 

351,500 

300,700 
235,200 
65,500 
116,300 
50,800 

900 

800 
600 
200 
200 
100 

145,700 

135,500 
107,100 
28,400 
38,600 
10,200 

1/ Number of persons partly estimated. 

194 



TABLE 3. -- Supplemental security income: Number of adult units and children receiving federally administered payments by type of payment, 
reason for eligibility and conversion status, May 1974 1/ 

Type of payment 

Adult units 
Children 

Aged Blind Disabled 

Individual Couple Individual Couple Individual Couple Blind Disabled 

Total 

Total 1,717,900 150,700 64,000 2,800 1,263,200 23,200 1,900 18,800 

Federal SSI payments 1,543,700 133,300 58,400 2,500 1,193,900 20,700 1,900 18,600 
Federal SSI payments only 1,056,300 102,700 34,000 1,500 643,700 12,600 1,300 14,800 

Federal SSI and State supplementation 487,400 30,600 24,400 1,000 550,200 8,000 600 3,800 
State supplementation 661,500 48,100 30,000 1,300 619,500 10,600 600 4,000 

State supplementation only 174,200 17,500 5,600 300 69,300 2,600 2/ 200 

Converted from State payments 

Total 1,421,400 122,300 63,200 2,800 1,139,700 20,500 1,900 4,700 

Federal SSI payments 1,288,500 109,700 57,700 2,500 1,079,700 18,200 1,900 4,600 

Federal SSI payments only 861,700 81,600 33,400 1,500 555,100 10,400 1,200 3,000 

Federal SSI and State supplementation 426,800 28,100 24,200 1,000 524,600 7,800 600 1,700 
State supplementation 559,700 40,700 29,800 1,300 584,600 10,100 '600 1,800 

State supplementation only 132,900 12,600 5,500 300 60,000 2,300 2/ 100 

Not converted from State programs 

Total 296,500 28,400 800 2/ 123,500 2,700 100 14,100 

Federal SS! payments 255,200 23,600 700 2/ 114,200 2,500 100 14,000 
Federal SSI payments only 194,700 21,000 600 2/ 88,600 2,200 11,900 
Federal SSI and State supplementation 60,600 2,500 200 2/ 25,600 200 2/ 2,100 

State supplementation 101,800 7,400 200 2/ 34,900 500 2/ 2,200 

State supplementation only 41,200 4,900 100 2/ 9,300 200 100 

1/ Number of adult units and children partly estimated. 
2/ Less than 50. 



TABLE 4 .--Supplemental security income: Average monthly amount payable June 1, to adult units and children eligible for 
federally administered payments, May 1974, by type of payment and reason for eligibility 

Type of payment 

Adult units 

Aged Blind Disabled 
Children 

Individual Couple Individual Couple Individual !Couple Blind Disabled 

Total 

Federal SSI payments 
Federal SSI payments only 
Federal SSI and State supplementation 

State supplementation 
State supplementation only 

Total 

Federal SSI payments 
Federal SSI payments only 
Federal SSI and State supplementation 

State supplementation 
State supplementation only 

Total. 

Federal SSI payments 
Federal SSI payments only 
Federal SSI and State supplementation. 

State supplementation 
State supplementation only 

Total 

$ 95.37 

78.95 
82.17 
136.45 
63.42 
60.48 

$116.80 

98.22 
101.87 
162.89 
93.94 
123.77 

$135.22 

106.90 
113.54 
174.82 
80.40 
94.42 

$203.50 

150.35 
167.08 
261.65 
149.06 
191.32 

$136.97 

110.60 
106.79 
180.38 
66.14 
72.63 

$181.00 

142.57 
146.35 
244.31 
118.90 
153.91 

$147.48 

117.95 
116.34 
214.93 
93.52 

1/ 

$ 92.07 

79.00 
67.20 

191.49 
65.98 
63.31 

Converted from State programs 

104.47 129.20 135.90 204.11 143.18 191.59 148.28 141.07 

86.03 107.87 107.32 150.78 114.78 149.13 118.19 118.36 

90.97 114.29 114.23 167.89 112.99 157.51 116.63 114.79 
143.41 165.41 175.14 261.61 182.64 246.16 215.66 191.36 

67.24 97.53 80.63 149.14 67.16 120.48 94.32 68.06 
66.90 145.07 94.99 191.91 77.57 161.54 1/ 91.11 

Not converted from State programs 

51.78 

43.21 
43.23 
87.45 
42.45 
39.76 

63.52 

53.33 
53.69 
135.09 
74.13 
68.58 

80.00 

71.53 
70.63 

122.45 
47.17 
47.02 

1/ 

1/ 

1/ 

1/ 

1/ 

1/ 

79.65 

71.10 
68.02 

134.01 
49.21 
40.74 

101.78 

94.81 
94.33 
185.95 
86.24 
85.71 

120.69 

107.14 
1/ 

1/ 

1/ 

1/ 

75.60 

65.91 
55.29 

191.92 
64.18 

38.81 

1/ Averages based on 50 or fewer individuals or couples not shown. 



TABLE 5. -- Supplemental security income for the aged, blind, and disabled: Number and percentage 
distribution of persons receiving federally administered payments by reason for eligibility and living 
arrangements, May 1974 

Living arrangement Total 
Adults Children 

Aged Blind Disabled Blind Disabled 

Total number 3,425,900 2,016,200 69,900 1,319,100 1,900 18,800 

Total percent 100.0 100.0 100.0 100.0 100.0 100.0 

Own household 87.3 89.1 88.9 85.1 78.1 47.0 
Another's household 8.0 6.9 7.8 9.6 11.6 10.8 
Institutional care covered by 
Medicaid (Title XIX) 4.7 4.0 3.3 5.3 10.2 42.2 

TABLE 6. -- Supplemental security income for the aged, blind, and disabled: Number and percent of persons, 
adult units, and children receiving federally administered payments May 1974, in concurrent receipt of 
social security benefits; average monthly amount of social security benefit 

Classification Total number 
With social security benefits Average monthly 

social security 
benefit Number 1/ Percent of total 

All persons 3,425,900 1,740,400 50.8 $112.55 

Adult units 

Aged individual 1,717,900 1,132,100 65.9 114.54 

Aged couple 150,700 120,800 80.1 172.13 
Blind individual 64,000 23,000 35.9 119.52 
Blind couple 2,800 1,300 46.7 167.41 
Disabled individual 1,263,200 323,400 25.6 120.03 

Disabled couple 23,200 12,200 52.8 173.48 

Children 

Blind 1,900 200 10.9 80.82 
Disabled 18,800 1,100 6.1 68.23 

1/ Partly estimated. 
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TABLE 7. -- Supplemental security income for the aged, blind, and disabled: Number 
and percent of employed persons eligible for Federal SSI payments previously 
receiving OAA, AB, and APTD in December 1973; and average monthly earnings 

Reason for 
eligibility 

Number 
employed 1/ 

Percent with 
employment 

Average monthly 
earnings 

Total 55,300 2.1 $ 54.74 

Aged 65 and over 32,000 2.0 37.61 
Disabled under 65 20,300 1.9 59.79 
Blind under 65 3,000 8.1 176.57 

1/ Partly estimated 

TABLE 8 -- Supplemental security income for the aged, blind, and disabled: 
Distribution of monthly earnings of employed persons eligible for Federal 
SSI payments previously receiving OAA, AB, and APTD, December 1973 

Earnings Distribution 

Total number 

Total percent 

Less than $20 
$21 -39 
40 -59 
60 -79 - 

80 -99 

100 -149 
150 -199 
200 -249 
250 -299 
300 and over 

55,300 

100.0 

34.5 
21.1 
15.3 
9.2 

5.7 
6.9 
3.0 

1.7 

1.2 
1.3 

TABLE 9.-- Supplemental security income for the aged, blind, and disabled: Number 

and percent of persons eligible for Federal SSI payments previously receiving OAA, 

AB, and APTD in December 1973 with unearned income other than Social Security, and 

average monthly unearned income 

Reason for eligibility Unearned income 

Total 1/ 

Age 65 and over 
Disabled under 65 
Blind under 65 

Total 

Aged 65 and over 
Disabled under 65 
Blind under 65 

Total 

Number with unearned income 

166,700 

113,100 
52,300 
1,200 

Percent with unearned income 

5.6 

6.3 
4.3 
1.7 

Average monthly unearned income 

$52.04 

1/ Partly estimated. 
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TABLE 10.-- Supplemental security income for the aged, blind, and disabled: Number 
and percentage distribution of persons under State programs of OAA, AB, and APTD 
by race and sex, December 1973 

Race and 
sex Total 

Aged 65 
and over 

Under 65 

Blind Disabled 

Total number 3,135,700 1,876,500 49,200 1,210,100 

Race 

Race reported 2,574,300 1,551,300 41,500 981,500 

Total percent 100.0 100.0 100.0 100.0 

White 69.6 71.3 64.9 67.2 
Negro 30.4 28.7 35.1 32.8 

Sex 

Sex reported 2,944,200 1,765,000 46,400 1,132,800 

Total percent 100.0 100.0 100.0 100.0 
Men 36.0 30.3 49.6 44.3 
Women 64.0 69.7 50.4 55.7 

1/ Data on races other than white or Negro not available. 

TABLE 11. -- Supplemental security income for the aged, blind, and disabled: 
Number of persons applying for federally administered payments January -June 1974 

Year Total Aged Blind or disabled 

Total 1,314,260 543,903 770,357 

January 307,740 148,796 158,944 
February 248,365 108,077 140,288 
March 220,721 89,868 130,853 
April 178,166 67,582 110,584 
May 206,079 75,133 130,946 
June 153,189 54,447 98,742 
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TRENDS AND COMPOSITION OF THE -INCOME POPULATION 

Renée Miller and Arno I. Winard, U.S. Bureau of the Census 

This paper presents a summary of the changes 
in the composition of the low -income population 
since 1959, the first year for which such data 
were available, and discusses the limitations of 

the data used to quantify poverty. 
Since May 1968, when the report entitled 

"The Extent of Poverty in the United States: 
1959 to 1966" published, the Bureau of the 
Census has been issuing annual reports on the 

number and characteristics of the poor based on 
data collected from the March Supplement of the 
Current Population Survey (CPS). The definition 
of poverty used is based on an index developed 
about 10 years ago by Mollie Orshansky at the 
Social Security Administration in response to 
the need, generated by the "War on Poverty," to 

quantify and describe the poor. This index was 
revised by a Federal Interagency Committee in 
1969, and a directive from the Bureau of the 
Budget made the Census Bureau series on poverty 
the official statistical standard. (1) 

The low -income concept is a statistical 
yardstick based on the Department of Agricul- 
ture's 1961 economy food plan and reflects the 
different consumption requirements of families 
in relation to their size and composition, sex 
and age of the family head, and farm -nonfarm 
residence. It was determined from the Depart- 
ment of Agriculture's 1955 survey of food 
consumption that families of three or more 
persons spend approximately one -third of their 
income on food; the poverty level for these 
families was therefore set at three times the 
cost of the economy food plan. For smaller 
families and persons living alone, the cost of 
the economy food plan was multiplied by factors 
that were slightly higher in order to compensate 
for the relatively larger fixed expenses of 
these smaller households. In all, there are 124 
different thresholds which are updated annually 
to reflect changes in the cost of living as 
measured by the Consumer Price Index (see 
table 7). These thresholds are applied annually 
to the data from the March Current Population 
Survey, thus providing a consistent series of 
data for the past decade and a half. 

The limitation of applying one statistical 
standard based on food alone was recognized from 
the beginning. In a January 1965 article en- 
titled "Counting the Poor: Another Look at the 
Poverty Profile," Mollie Orshansky stated that 
there would probably never be one definition of 
adequacy that is accepted by all persons and 
that could be applied across the board to all 
persons without the danger of misclassification. 
She continued to explain the rationale for the 
poverty definition by writing, " and if it is 
not possible to state unequivocally 'how much is 
enough,' it should be possible to assert with 
confidence how much, on an average, is too 
little." (2) The poverty threshold in 1973 for 
a nonfarm family of four was $4,540; it was 

$2,973 in 1959. More detailed thresholds for 
selected years are shown in table 1. 

The poverty index is presently used as an 
absolute rather than a relative measure and some 
persons criticize the use of such a definition 
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to determine changes in poverty. For example, 
the relationship between the poverty threshold 
for a nonfarm family of four and the median 
family income has changed considerably since1959. 
In that year, the poverty threshold was over one- 
half (55 percent) of the overall median income; 
by 1973, it was about 38 percent of the median 
income. The ratio of the poverty threshold to 
the median income for each of the years is shown 
in table 2. There are other limitations of the 

definition that will be discussed in later sec- 

tions such as the lack of adjustment for geo- 
graphic variations in the cost of living, the 

fact that the poverty definition is based only on 
the cost of the food budget, and that it only 
includes money income received during the previous 
year and does not take account of assets. 

We are left with the question of what a 

statistical yardstick that is admittedly imperfect 

at measuring a socioeconomic concept such as 

poverty can show. Increasing the poverty thres- 

holds would no doubt increase the total number of 

poor persons but would not change the fact that 

certain groups are more likely to be poor than 

others. Families headed by women, especially 

those that are black, are so much more likely to 

be poor than families headed by men, especially 

those that are white, that raising the thresholds 

would not alter this relationship. The following 

table shows the proportion of families below the 

poverty level, below 125 percent of the poverty 

level, and below one -half of the median family 

income cross -classified by sex and race of head. 

Table A. Percent of Families Below Selected Low - 

Income Levels in 1973 

Percent 

Percent Percent below 

below the below 125% of one -half of 

poverty the poverty median 

level level income 

FAMILIES WITH 
MALE HEAD 

White 4.6 7.7 13.8 

Black 15.4 22.7 27.8 

FAMILIES WITH 
FEMALE HEAD 

White 24.6 31.7 45.7 

Black 52.7 63.3 68.5 

Source: Current Population Survey, Bureau of 

the Census. 

Perhaps we do not really know what the "true" 

number of poor is, since we do not know the 

answer to the question of what poverty is. 

(Perhaps one is poor if one considers oneself to 

be so.) The trend line showing the number of 

poor persons from 1959 to 1973 is meaningful as 

a measure of well -being even if the absolute 

level is actually higher or lower. It should be 

stressed at this time that the poverty statistics 

discussed in this paper are based on a sample 



survey and are, therefore, subject to sampling 
variability. All statements of comparison using 
CPS data are made at the 95- percent confidence 
level, and estimates of standard errors are in- 
cluded in text table B and table 3. It should 
also be noted that, as in all field surveys of 
income, these figures are subject to errors of 
response and nonreporting. 

Changes in the Low- Income Population: 1959 to1973 

The fact that the number of persons below 
the poverty level declined considerably since 
1959 (when there were 39.5 million poor persons) 
has been pointed out many times in our reports; 
however, the decline has7reither been steady nor 
universal for all groups. During the period 
from 1959 to 1964, there were several years in 
which the number of poor did not change signifi- 
cantly; overall, the number of poor declined by 
only 3 million during this 5 -year period. (3) 
A sharp decrease in poverty was observed during 
the 1964 -69 period when the number of poor de- 
clined by 12 million. In recent years, the 
number of poor has fluctuated, so that by 1973 
the level was only about 1 million below that for 
1969, providing considerable contrast to the pre- 
ceding period. In 1973, there were about 23 
million persons below the low- income level, 
comprising 11 percent of the total U.S. popula- 
tion. As figure 1 demonstrates, the trend line 
for the number of persons below 125 percent of 
the low- income level is similar to the poverty 
trend line. In 1973, there were 33 million 
persons below 125 percent of the low- income 
level, which was $5,675 for a nonfarm family of 
four. 

Unfortunately, the Current Population Survey 
was not designed to measure the impact of Federal 
programs that aid the poor. It is, therefore, 
not possible to determine the role that these 
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Table B. Number of Persons Below the Low Income 
Level and Below 125 Percent of the Low - 
Income Level: 1959 to 1973 

(Numbers underlying figure 1) 

Year 

Persons 
Persons below 
below 125% of 

low- income Standard low- income Standard 
level error level error 
thous. 

1973 22,973 345 32,828 395 
1972 24,460 353 34,653 403 
1971 25,559 360 36,501 410 
1970 25,420 359 35,624 406 
19691 24,147 352 34,665 403 

1969 24,289 352 34,875 404 
1968 25,389 359 35,905 408 
1967 27,769 371 39,206 419 
19662 28,510 375 41,267 426 

1966 30,424 384 40,617 424 

1965 33,185 556 46,163 616 

1964 36,055 571 49,819 629 

1963 36,436 574 50,778 631 

1962 38,625 584 53,119 637 

1961 39,628 589 54,280 640 

1960 39,851 591 54,560 641 

1959 39,490 588 54,942 643 

Beginning with the March 1970 CPS, data based 
on 1970 census population controls; therefore, 

not strictly comparable with data for earlier 
years. 

2Beginning with the March 1967 CPS, data based 
on revised methodology for processing income data. 

Source: Current Population Survey, Bureau of 
the Census. 

Figure 1. Trends in the Number of Poor Persons: 1959 to 1973 Number 
(millions) ----. 

'ti 
Number of persons below the low- income level 
Number of persons below 125% of the low- income level 
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1'2See Table B footnotes. Year 
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programs played in reducing the number of poor 
between 1964 and 1969 as compared with the role of 
general economic growth during this period. 
There is, of course, the additional problem of 
the two factors being interrelated and the 
difficulty of separating the effect of each. 

The Aged Poor 

Substantial increases in Social Security 
benefits have been enacted since 1970, and it is 
possible to observe their impact on the aged 
poor since nearly all persons 65 years old and 
over receive such benefits. The number of low - 
income aged persons has declined steadily from 

4.7 million in 1970 to 3.4 million in 1973, 
even though the total number of aged persons has 
increased during that period, thereby reducing 
the proportion of the aged population that was 
poor from 25 percent in 1970 to 16 percent in 
1973 (see table 3). However, aged persons still 
have a higher poverty rate than those under 65 
years. In addition, while the number of poor 
persons 65 years and over has been declining 
steadily since 1970, the number of aged persons 
between 100 and 125 percent of the poverty level 
has increased during the last three years, 
suggesting a slight but not very substantial 
upgrading of income levels. 

Overall, aged persons comprise a larger 
proportion of the white population than of the 
black population; therefore, increases in Social 
Security benefits would tend to affect whites 
more than blacks. Moreover, the original Social 
Security Act did not cover agricultural or 

domestic workers, and many aged blacks were 
formerly employed in these job categories. 
Although the Social Security Act was later 
amended to cover these workers, aged blacks have 
not had as much time as whites to build up 
equity in the Social Security fund. (4) It is, 
therefore, not surprising that the change in the 
number of low- income aged black persons between 
1970 and 1973 did not parallel the sharp decrease 
observed for low- income aged whites and was not 
large enough to be statistically significant. 

Families Headed by Females 

Families with a female head constitute an- 
other group that has a high risk of being poor. 
The number of such families with incomes below 
the low- income level has actually increased since 
1959, and the proportion of the low- income popu- 
lation that they represent has about doubled 

(see table 4). By 1973, families headed by 
women comprised about two - thirds of all low - 
income black families. The first poverty report 
published by the Census Bureau summarized the 

situation of black families as follows: "The 

impression is widespread that nonwhite families 

are poor because of the absence of a male bread- 

winner and the presence of too many children. 
The statistics lend some support to these 

impressions, but the more important finding is 

that nonwhite families are far more likely than 

white families to be in poverty whatever their 

composition. Within each sex of head and size 

of family group, the incidence of poverty among 
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nonwhite families far exceeds that of white 
families." (5) Although this statement was made 
in 1968 based on data for the year 1966, table C 
illustrates similar findings for the year 1973. 

Table C. Percent of Families Below the Low- Income 
Level in 1973 by Size of Family and 
Sex and Race of Head 

Male head Female head 

Size of family White Black White Black 

Total 4.6 15.4 24.5 52.7 
2 and 3 persons 4.4 12.6 20.5 42.5 
4 and 5 persons 3.8 12.5 34.0 59.0 
6 persons or more 8.1 27.0 51.3 71.1 

Source: Current Population Survey, Bureau of 
the Census. 

The fact that families headed by women, 
regardless of race, were more likely to be poor 

in 1973 than those headed by men is also illus- 
trated in table C. In other words, at this time, 
the likelihood of a family being poor is lowest 
if the family is headed by a white male (5 percent 
of such families were poor in 1973); families 
headed by black males had the next lowest chance 

of being poor, followed by families headed by 

white females, and finally families headed by 
black females (the likelihood of these families 

being poor was about 53 percent in 1973). This 

relationship, however, has not always been true 
for other years. From 1959 until 1967, the 

poverty rate for male-headed families of Negro 

and other races was about equal to or greater 

than that for white families headed by females. 
By 1968, the poverty rate for these male headed 
families had declined substantially and was lower 

than that for white female headed families (see 
table 5). The decline in the poverty rate for 

black male headed families was related in part to 
the increase between 1959 and 1968 in the propor- 

tion of wives who worked year -round full time. 

Although progress has been made in reducing the 

poverty rate for black male-headed families, it 

should be noted that the poverty rate for such a 

family in 1973 was about the same as that for a 

white male- headed family in 1959. 

The divorce rate continued to increase during 

the mid- 1960's, contributing to the growth of 

female- headed families in the total population, 

but this provides only a partial explanation of 

the increase of poor families with a female head. 

Another explanation is suggested by a recent 

study on public welfare in 100 local areas pre- 

pared for the Joint Economic Committee of 

Congress. While this study does not show how 

welfare actually influences changes in family 

composition, it does indicate what a hypothetical 

family can gain by splitting up. As the study 

points out, there is "little doubt that welfare 

does establish large incentives for low- income 

families to break up, or to never form in the 

first place." (6)- 

The effect of changes in family status on 

poverty status can be better seen when using 



longitudinal rather than cross -sectional data. 
The CPS was not designed to provide longitudinal 
data, but it is possible to make comparisons for 
about one -half of the sample because of the 

sample rotation scheme. A household inter- 
viewed for 4 months in a row, then dropped from 
the survey for 8 months, and then interviewed for 

another 4 months before being permanently dropped; 
thus, approximately 50 percent of the households 

are common over a two-year period. A family was 
considered matched if at least one member of the 
household was the same as in the previous year; 
the matched member did not have to be the head. 
If the entire household moved, it was not in- 
cluded in the matched file. 

A very limited study using the matched file 
of families from the March 1971 and 1972 Current 
Population Surveys shows that 4 out of every 10 
female heads of families who became poor in the 
income year 1971 had been "married, spouse 
present" in 1970. These families had been 
classified as nonpoor male-headed families in 
1970. The remaining 60 percent of the female - 
headed families that became poor in 1971 had 
been classified as nonpoor female headed families 
during the previous year. In addition to the 
fact that families headed by women were more 
likely to fall below the poverty level than those 
headed by men, they were also more likely to 
remain poor. About three out of four families 
headed by women that were poor in 1970, were 
also poor in 1971, compared to three out of five 
families headed by men. 

Historically, female heads of families have 
been less likely to work year -round full time 

than male heads, mainly because of their family 
responsibilities. The number of men who have not 
worked because of family responsibilities has 
been insignificant. Obtaining work has been an 
important means of moving out of poverty. Since 
1959, the number of low- income families headed 
by workers has been decreasing faster than the 
number of such families headed by nonworkers 
(see table 6). While it appears that families 
headed by women remain poor because the head does 
not work, it should be noted that employment does 
not always provide sufficient income to bring a 
family over the low- income thresholds. The 
poverty rate in 1973 for black mothers who were 
heads of families or subfamilies and worked year - 
round full time was still higher than the base 
poverty rate for all families. 

Black female heads of families are not the 
only persons who work and remain within the low - 
income classification, however. About half of 
all low- income persons 14 to 64 years old worked 

at some time during 1973, and about one -fourth 
of these workers were employed year -round full 

time. (It should be noted here that the classi- 
fication of persons by poverty status is based 
on the total money income of the family of which 
they are a member rather than on the person's 
own income. For unrelated individuals, poverty 

status is determined by their own total income.) 

The basic minimum hourly wage was $1.60 in 1973, 
but it would have required an hourly wage of 

$2.27 to bring a nonfarm family of four with one 

year -round full time worker above the poverty 

line in that year. The minimum wage was in- 
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creased to $2.00 an hour as of May 1974, and it 
will rise to $2.10 an hour in 1975 and to $2.30 
an hour'in 1976. (7) 

For low- income female headed families, 
public assistance is an important source of 
income. The majority of low- income black female - 
headed families reported receiving public assis- 
tance in 1972, and for one-half of those receiving 
it, public assistance was their only source of 
income. (8) Except for two States (Alaska and 
Hawaii), these payments alone were not enough to 
bring a family of four above the poverty line. 

Students 

Another change observed in the composition 
of the low- income population since 1959 includes 
the increase in the proportion of poor persons 

who are unrelated individuals (persons who live 

alone or with nonrelatives). Unrelated indi- 
viduals have increased as a proportion of the 
total population as well, especially in the 14 
to 24 and 25 to 34 year age groups. The majority 
of unrelated individuals 14 to 24 years of age 
are college students who are living in their own 
households or with nonrelatives in a household. 

The economic status of students with incomes 
below the poverty level cannot be compared with 
that of other low- income persons because students 
are voluntary nonworkers; that is, they opt to 
continue their education rather than seek employ- 
ment. They are most likely living on savings or 
occasional allowances from their families which 
are not counted as income in the CPS. Students 
can be considered "transient poor" in the sense 
that they are making an investment and are likely 
to have lifetime earnings well above average once 
they graduate from college. 

Limitations of Money Income as a Measure of 
Economic Status 

This raises the question concerning the 
adequacy of money income received during the 

previous year as a measure of economic well- 
being. Data on consumer income collected in the 
CPS cover money income received before payments 
for personal income taxes and deductions for 

Social Security, union dues, Medicare, etc. and 
is the sum of the following sources: money wages 
or salary, net income from nonfarm self- employ- 
ment, net income from farm self -employment, 

Social Security, public assistance, and other 

unearned income such as dividends, interest, 
rent, private pensions, alimony, etc. An analysis 
of families and unrelated individuals reporting 

annual incomes under $500 in 1971 suggests that, 

for self -employed persons having low family 

incomes, cash income alone may not be the most 

appropriate measure of classification by poverty 
status. In view of the fact that $500 is 
approximately the same as the cost of the economy 
food plan for the group with the lowest poverty 
cutoffs (female unrelated individuals), it 

appears unrealistic to assume that a family could 

live on such income alone. Families in which a 

member reported a loss which brought the total 

family income below $500 are a very small pro- 

portion of the total population, but the question 

is raised whether total money income is an 



adequate measure of economic well-being in such 

cases. 
Nonmoney transfer payments and money 

receipts from capital gains are not included in 
the income concept. Some analysts are concerned 
that the number of poor is overstated because 
such items as food stamps and subsidized housing 
are not taken into consideration. It should be 
noted that in kind payments are received by 
families throughout the income distribution. 
For example, farm families often receive nonmoney 
income in the form of rent -free housing and goods 
produced and consumed on the farm. Nonmoney 
transfers received by nonfarm residents often 
take the form of business expense accounts and 
full or partial payments by business for retire- 
ment programs, medical and educational expenses, 
etc. Nevertheless, these transfer payments are 
more likely to be received by the nonpoor than 
the poor. Although adding nonmoney transfer 

payments to the income of the nonpoor would not 
change the number of poor by the present defi- 
nition of poverty, as Mollie Orshansky suggested, 
if it were possible to translate in-kind payments 
into money income for all families and if money 
received from sources such as sale of stocks, 
bonds, and inheritances were included in the 
income concept, the upper end of the income 
distribution might benefit more than the lower 
end. As she stated in her testimony before the 
House Committee on Education and Labor, "The full 

effect of properly incorporating these (nonmoney 
transfers) into the income distribution might be 
to skew it even more than now with a resultant 
upping of the poverty line." (9) 

Data from the June 1973 CPS indicate that 
only about one -half (53 percent) of all poor 
families received food stamps. (10) Furthermore, 
only a small proportion of the poor live in 
subsidized housing units. There have been 
discussions of imputing specific monetary values 
for both subsidized housing and food stamps to 
all poor, but in view of the above facts, the 

result would be quite inaccurate and misleading. 
Another limitation of using income as a 

measure of economic status is the tendency for 
respondents in household surveys to underreport 
their income. Underreporting is especially 
pronounced for income sources that are not 
derived from earnings, such as Social Security, 
public assistance, and net income from interest, 
dividends, rentals, etc. Overall, income earned 
from wages or salary is much better reported than 
other sources of income and is nearly equal to 
independently derived benchmark estimates. By 
contrast, recent CPS income data on Social 
Security and public assistance payments to 
beneficiaries have averaged approximately 84 

and 73 percent, respectively, of their benchmark 
estimates. 

The original intent of the poverty defini- 
tion was never to classify specific individual 
families below or above the poverty line. The 
definition was not developed for administrative 
use in any specific program; it was to be a 
statistical yardstick. The problem arises when 
this concept, in the absence of any other 

measure, is used to determine eligibility in 

programs to aid the poor. In April 1973, the 
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Interagency Committee on Income Distribution and 
Poverty was requested by the Statistical Policy 
Division of the Office of Management and Budget 
to conduct a thorough review of the statistics on 
income and poverty. Three subcommittees, one 
focusing on updating the poverty thresholds, 
another on measuring cash income, and the third 
on measuring noncash income, met throughout the 
summer of 1973 and came up with a number of 
recommendations. (11) One of the conclusions 
reached by the Subcommittee on Updating the 
Poverty Threshold was that the development of 

separate measures for eligibility in programs 

should receive high priority. 

It should also be noted that the income con- 

cept is limited in scope by the available data. 

The Current Population Survey, which is the only 

source of detailed income data available on a 

regular basis, does not provide data on assets; 

therefore, including them in the income concept 

would not be feasible. With the exception of 

food stamps, questions on in-kind benefits are 

not presently asked and even data on food stamps 

are not collected in the CPS at the same time as 

information on income and other socioeconomic 
characteristics of the population is gathered. 

Proposals have been advanced to obtain informa- 

tion in the CPS on the number of persons living 

in publicly owned or subsidized rented housing 

units. Such data, together with the results of 

the studies now underway at the Census Bureau on 

the characteristics of food stamp recipients, 

should shed further light on the impact of non - 

money transfers on the low - income population. 

Limitations of the Poverty Concept 

The poverty definition itself is based on 

food, in part because an accepted standard is 

available of what a minimal, but adequate, diet 

should comprise --the economy food plan. There 

are no comparable standards for housing, trans- 

portation, or medical care. The Subcommittee on 

Updating the Poverty Threshold recommended that, 

ideally, the poverty thresholds should be based 

on a standard which takes all of the above factors 

into account. An expenditure survey for families 

of varying income levels would be necessary to 

determine what proportion of income is spent on 

these items. 
The poverty thresholds are now updated each 

year to reflect changes in the cost of living as 

reflected in the Consumer Price Index (CPI). 

They were originally updated based on changes in 

the average per capita cost of the food in the 

economy food plan, but during the 1960's the cost 

of the economy food plan did not increase as much 

as the overall cost of living (see table D). 

Therefore, changes in the poverty thresholds did 

not parallel changes in the overall cost of 

living. As a result of deliberations of a 

Federal Interagency Committee in 1969, it was 

decided that annual adjustments in the low - income 

thresholds would be based on changes in the CPI 

rather than on changes in the cost of food in- 

cluded in the economy food plan. The year 1963 

was retained as the base year (the nonfarm 

thresholds for this year remained the same). 

Since the change in the CPI between 1959 and1963 

was greater than the change in the original 



thresholds based on the cost of the economy food 
plan, the 1959 thresholds were lowered, resulting 
in a reduction of 260,000 poor nonfarm families 
in 1959 as compared with the number originally 
published. For the years following 1963, the 
thresholds were increased to reflect the changes 
in the CPI, so that the number of poor nonfarm 
families in 1967 was 210,000 more than the number 
originally published. (12) Both changes cited 
were less than one standard error and are there- 
fore not statistically significant. 

As the figures in table D indicate, changes 
in the food component of the CPI in most years 
did not differ much from the CPI for all items. 
However, between 1972 and 1973 the cost of food, 
for the first time, increased considerably more 
than the total CPI (14.5 percent compared with 
6.2 percent). Should this difference continue, 
the overall CPI may not be entirely reflective of 
the cost of living for the poor since the poor 
spend a higher proportion of their income on food 
than the total population, and therefore it may 
be desirable to revise the method of updating the 
thresholds annually to account for trends in food 

and nonfood components of the CPI separately. 
Furthermore, it may be preferable to establish a 
special cost of living index for the poor. This 
index could be based on the changes in the cost 
of such items as food, housing, medical care, 
and transportation, weighted by the proportion of 
income a poor family has to spend for them. 
This, too, would necessitate the undertaking of 
special consumer expenditure surveys. 

Table D. Average Annual Percent Change in the 
Cost of the Economy Food Plan and in 
the Consumer Price Index (All Items 
and Food): 1959 to 1973 

Year 
Economy 
food plan 

Consumer Price Index 

items Food 

1959 -60 2.2 1.6 1.0 
1960 -61 -2.2 1.0 1.3 
1961 -62 0.0 1.1 0.9 
1962 -63 2.2 1.2 1.4 
1963 -64 0.0 1.3 1.3 
1964 -65 2.2 1.7 2.2 
1965 -66 4.2 2.9 5.0 
1966 -67 0.0 2.9 0.9 

1967 -68 NA 4.2 3.6 
1968 -69 NA 5.4 5.1 

1969 -70 (NA) 5.9 5.5 
1970 -71 (NA) 4.3 3.0 
1971-72 (NA) 3.3 4.3 
1972-73 (NA) 6.2 14.5 

NA Comparable data not available. 

Source: Economic Report of the President, 
February 1974, and U.S. Department of Agriculture. 

Another question that is often raised con- 

cerning the measurement of poverty is whether 

such a measure should be absolute or relative. 

The Poverty Subcommittee favored retaining an 

absolute measure of poverty rather than changing 

to a relative measure. Supporters of a poverty 
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definition that is tied to the median income 

claim that by using the present absolute measure, 
we will eventually eliminate poverty by defini- 
tion. They are referring to the fact that as 

median family income increases after adjustment 
for increases in prices, the poverty threshold 

moves farther away from it. (This relationship 

is illustrated in table 2.) However, median 

family income in constant dollars does not 

necessarily increase each year. It remained the 

same between 1969 and 1970 and again between1970 

and 1971. During those periods the ratio of the 

poverty threshold to the median family income 

remained about the same. Those who prefer a 

relative measure assume that real median income 

will increase over time, and therefore such a 

measure would result in a continuously higher 

minimum standard of living for the poor. 

The Poverty Subcommittee recognized that 

nutritional standards and consumption patterns 

change over time and therefore recommended that 

the relationships contained in the poverty series 

be updated every 10 years, while revising data 

for the previous 10 years so that comparisons 

over time could be made. As stated earlier, the 

poverty thresholds were based originally on the 

economy food plan, and the assumption was that, 

on the average, families of three or more persons 

spend one -third of their incomes on food. The 

poverty thresholds could be revised using the 

same base, if, for example, it were determined 

that the low -cost food plan (which is 25 percent 

higher than the economy food plan) was a better 

measure of a minimum standard of nutrition and 

that families of three or more persons spend one- 

fourth of their incomes on food. 

Because of the limited data available which 

are suitable for making place -to -place compari- 

sons of costs of living, the subcommittee decided 

that the introduction of regional poverty indexes 

or indexes based on size of metropolitan area was 

not practical at this time. In addition, Bureau 

of Labor Statistics studies indicate that geo- 

graphical variations in the cost of living at the 

poverty level would not be significant. However, 

as the Poverty Subcommittee points out, varia- 

tions in the availability of services such as 

transportation and medical care would make a 

difference in a family's ability to manage on a 

small income. 

Conclusion 

Earlier in this paper, the point was made 

that although the definition of poverty has 

certain limitations, the definition is still 

useful as a measure of well-being since it 

reflects changes in the economy as measured by 

independent sources along with changes resulting 

from the implementation of programs to help the 

poor. Social Security benefits have been in- 

creasing since 1970, and the data reflect this 

change for the aged poor. The mid are 

generally accepted as a time of economic growth 

by any standard, and the decrease of 12 million 

poor persons between 1964 and 1969 mirrors 
this. 

It is particularly important that the 
data con- 

tinue to reflect the general state of the 

economy, because these data are, in turn, used 



as measures of our general economic well-being. 

Since the publication of our first poverty 

report, the Census Bureau has increased signifi- 
cantly the number of cross - tabulations it pub- 

lishes. The intent of the poverty definition was 
to quantify and describe the poor, and in our 

publications we have done that. Each year we 
state how many poor there are and who they are. 
Having identified the poor with a concept 
developed in 1964, it now appears that it is 
time to improve this definition and to try to 

understand just why a family is poor and remains 
so. To measure chronic poverty would require 
longitudinal studies which would follow the same 
individuals over a number of years. As James 

Morgan points out in his summary analysis of a 

five-year longitudinal study, "Observations of 
family well-being over time also permit a more 
satisfactory definition of low- income or poverty 
population. If all families with a low- income 
in a single year could be observed over several 
years, it would be found that some are only 
transitory members of a poverty population while 
the remainder are its permanent members." (13) 
Another method of expanding the data base would 
be to link administrative records of other 
agencies with households in the CPS sample. 
Finally, it would be desirable to supplement the 
information now collected in the March CPS with 
questions that would directly measure the impact 
of government programs on the poor. 

Table 1. Nonfarm Weighted Average Thresholds at the Low -Income Level by Size of Family: 1959 and 

1967 through 1973 

Size of family unit 1973 1972 1971 1970 1969 1968 1967 1959 

1 person $2,247 $2,109 $2,040 $1,954 $1,840 $1,748 $1,675 $1,467 
Under 65 years 2,307 2,168 2,098 2,010 1,893 1,797 1,722 1,503 
65 years and over 2,130 2,005 1,940 1,861 1,757 1,667 1,600 1,397 

2 persons 2,895 2,724 2,633 2,525 2,383 2,262 2,168 1,894 
Head under 65 years 2,984 2,808 2,716 2,604 2,458 2,333 2,238 1,952 
Head 65 years end over 2,688 2,530 2,448 2,348 2,215 2,102 2,017 1,761 

3 persons 3,548 3,339 3,229 3,099 2,924 2,774 2,661 2,324 
4 persons 4,540 4,275 4,137 3,968 3,743 3,553 3,410 2,973 
5 persons 5,358 5,044 4,880 4,680 4,415 4,188 4,019 3,506 
6 persons 6,028 5,673 5,489 5,260 4,958 4,706 4,516 3,944 
7 or more persons 7,435 6,983 6,751 6,468 6,101 5,789 5,550 4,849 

NOTE: Farm thresholds may be obtained multiplying the nonfarm thresholds by 0.85. 

Source: Current Population Survey, Bureau of the Census. 

Table 3. Persons 65 Years Old and Over by Low- Income Status: 1959 and1966 to1973 

(Numbers in thousands. Persons of March of the following year) 

Year Total 
Below 

low- income 
level 

Standard 
error 

Percent 
below 

low- income 
level 

Between 
100 and 125 
percent of 
low- income 

level 

Standard 
error 

Table 2. Poverty Threshold for a Nonfarm Family of Four as a Percent of 
Median Family Income: 1959 to 1973 

All races 

1973 
1972 
1971 

1970 
1969 
1968 
1967 
1966 
195911 

1973 
1972 
1971 

1970 
1969 
1968 
1967 
1966 

19591 

Negro 

1973 
1972 
1971 
1970 
1969 
1968 

1967 
1966 
195911 

20,602 
20,117 
19,827 
19,254 
18,899 
18,549 
18,245 
17,931 

15,557 

18,754 
18,340 
18,087 
17,684 
17,370 
17,062 
16,791 
16,514 
14,344 

1,672 
1,603 
1,584 
1,422 
1,373 
1,374 

1,341 
1,311 
1,138 

3,354 
3,738 
4,273 
4,709 
4,787 
4,632 
5,388 
5,114 

5,481 

2,698 

3,072 
3,605 
3,984 
4,052 
3,939 
4,646 
4,357 
4,744 

620 
640 
623 
683 
689 
655 
715 
720 
711 

142 
149 
160 
167 
169 
166 

178 
173 
108 

127 
136 
147 
154 
155 
153 
166 
161 

101 

57 
58 

58 
60 

60 
59 
62 
62 
37 

16.3 
18.6 
21.6 
24.5 
25.3 
25.0 

29.5 
28.5 

35.2 

14.4 
16.8 
19.9 
22.5 
23.3 
23.1 
27.7 
26.4 

33.1 

37.1 

39.9 
39.3 
48.0 
50.2 
47.7 
53.3 
54.9 
62.5 

2,168 
1,992 
2,001 
1,820 
1,860 
(NA) 

(NA) 

(NA) 

(NA) 

1,865 
1,766 
1,745 
1,642 
1,687 
(NA) 

(NA) 

(NA) 

279 
201 

252 
171 

154 
(NA) 

(NA) 

(NA) 
(NA) 

114 
110 
110 
105 
106 

(NA) 

(NA) 
(NA) 

(NA) 

106 
103 
103 
100 
101 

(NA) 

(NA) 

(NA) 

(NA) 

39 
33 
37 
31 

29 
(NA) 

(NA) 

(NA) 

Year 
Median income 

(current dollars) 

Poverty 
threshold 

for a nonfarm 
family of four 

Poverty 
threshold 

as a percent of 
median income 

1973 
1972 
1971 

1970 
1969 
1968 
1967 
1966 
1965 
1964 
1963 
1962 
1961 
1960 
1959 

$12,051 

11,116 
10,285 

9,867 
9, 433 
8,632 

7,933 
7,500 
6,957 
6,569 
6,249 
5,956 
5,737 
5,620 
5,417 

$4,540 
4,275 

4,137 
3,968 
3,743 
3,553 
3,410 
3,317 
3,223 
3,169 
3,128 

3,089 

3,054 
3,022 
2,973 

37.7 
38.5 

40.2 
40.2 

39.7 
41.2 

43.0 

44.2 
46.3 
48.2 
50.1 

51.9 
53.2 
53.8 
54.9 

Source: Current Population Survey, Bureau of the Census. 

NA Not available. 
Data for 1959 are based on a 1 -in -1,000 sample of the 1960 census because 

such figures are not available from the March 1960 Current Population Survey. 

Source: Current Population Survey, Bureau of the Census. 
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Table 4. Families With a Female Head as a Percent of All Families by Low- Income Status and Race of 

Head: 1959 to 1973 

(Numbers in thousands. Families as of March of the following year) 

Year 

All income levels Below low- income level 

All races White 

Negro and other races 

Total Negro 
All races White 

Negro and other races 

Total Negro 

FAMILIES WITH 
FEMALE HEAD 

1973 6,804 4,853 1,951 1,849 2,193 1,190 1,002 974 

1972 6,607 4,762 1,935 1,822 2,158 1,135 1,023 972 
1971 6,191 4,489 1,702 1,642 2,100 1,191 908 879 
1970 6,002 4,408 1,594 1,535 1,951 1,102 851 834 
19691/ 5,581 4,186 1,395 1,349 1,827 1,069 758 737 
1968 5,441 4,055 1,387 1,327 1,755 1,021 734 706 
1967 5,333 4,008 1,324 1,272 1,774 1,037 737 716 
19662/ 5,203 4,034 1,170 1,5138 1,721 1,036 685 674 
1965 4,992 3,860 1,132 (NA) 1,916 1,196 720 (NA) 

1964 5,006 3,881 1,126 (NA) 1,822 1,125 697 (NA) 

1963 4,882 3,797 1,085 (NA) 1,972 1,191 781 (NA) 

1962 4,741 3,626 1,115 (NA) 2,034 1,230 804 (NA) 

1961 4,642 3,606 1,036 (NA) 1,954 1,208 746 (NA) 

1960 4,611 3,676 936 (NA) 1,955 1,252 703 (NA) 

1959 4,493 3,544 949 (NA) 1,916 1,233 683 (NA) 

FAMILIES WITH FEMALE 
HEAD AS A PERCENT 
OF ALL FAMILIES 

1973 12.4 9.9 31.8 34.0 45.4 37.0 62.3 63.8 
1972 12.2 9.6 32.8 34.6 42.5 33.0 62.6 63.6 
1971 11.6 9.4 30.1 31.8 39.6 31.8 58.5 59.2 
1970 11.5 9.5 28.9 30.5 37.1 29.7 54.8 56.3 
19691/ 10.9 9.1 26.7 28.3 36.5 29.9 52.9 54.0 
1968 10.8 8.9 27.3 28.6 34.8 28.2 51.3 51.7 
1967 10.7 8.9 26.4 27.7 31.3 25.6 45.7 46.0 

10.6 9.1 23.6 25.0 29.8 25.2 40.8 41.6 
1965 10.3 8.9 23.7 (NA) 28.5 24.8 38.0 (NA) 

1964 10.5 9.0 23.7 (NA) 25.4 21.4 36.6 (NA) 

1963 10.3 8.9 22.7 (NA) 26.1 21.8 37.4 (NA) 

1962 10.1 8.5 24.4 (NA) 25.2 20.9 36.7 (NA) 
1961 10.0 8.6 23.2 (NA) 23.3 19.5 34.1 (NA) 

1960 10.1 8.9 21.6 (NA) 23.7 20.5 33.0 (NA) 

1959 10.0 8.7 22.4 (NA) 23.0 19.9 32.0 (NA) 

NA Not available. 

1/ Beginning with the March 1970 CPS, data based on 1970 census population controls; therefore, not 
strictly comparable with data for earlier years. 

2/ Beginning with the March 1967 CPS, data based on revised methodology for processing income data. 

Source: Current Population Survey, Bureau of the Census. 

Table 5. Percent of Families Below the Low -Income Level by Sex and Race 

of Head: 1959 to 1973 

Year 

Families with male head 

White 
Negro and other races 

Total Negro 

Families with female head Table 6. Work Experience of Family Heads Below the Low -Income Level by 
Sex: 1973 and 1959 

White 
Negro and other races 

Total Negro 

1973 4.6 14.5 15.4 24.5 51.4 52.7 
1972 5.3 15.4 16.2 24.3 52.9 53.3 
1971 5.9 16.3 17.2 26.5 53.3 53.5 
1970 6.2 17.9 18.6 25.0 53.4 54.3 

19691/ 6.0 17.3 17.9 25.7 53.1 53.3 
1968 6.3 18.9 19.9 25.2 52.9 53.2 
1967 7.4 23.7 25.3 25.9 55.7 56.3 

19662/ 7.7 26.2 27.6 25.7 58.5 59.2 
1965 9.2 32.3 (NA) 31.0 63.6 (NA) 

1964 10.5 33.2 (NA) 29.0 61.9 (NA) 

1963 11.0 35.5 (NA) 31.4 72.0 (NA) 

1962 12.0 40.2 (NA) 33.9 72.1 (NA) 

1961 13.1 42.1 (NA) 33.5 72.0 (NA) 

1960 13.0 41.9 (NA) 34.0 75.1 (NA) 
1959 13.3 44.2 (NA) 34.8 72.0 (NA) 

NA Not available. 
1/ Beginning with the March 1970 CPS, data based on 1970 census 

population controls; therefore, not strictly comparabl6 with data for 
earlier years. 

2/ Beginning with the March 1967 CPS, data based on revised method- 
ology for processing income data. 

Source: Current Population Survey, Bureau of the Census. 
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Work experience of head 
All families Male head Female head 

1973 1959 1973 1959 1973 1959 

Total (thousands) 4,828 8,320 2,635 6,404 2,193 1,916 

Percent 100.0 100.0 100.0 100.0 100.0 100.0 
Worked 51.4 67.5 61.8 74.9 38.9 42.9 

50 to 52 weeks 21.7 36.6 31.1 42.8 10.5 15.8 
Full time 18.2 31.5 27.4 37.6 7.2 10.9 

1 to 49 weeks 29.7 31.0 30.7 32.1 28.4 27.1 
Did not work 48.3 30.5 37.6 22.5 61.1 57.1 
Reason for not working: 

Ill or disabled 15.5 9.5 19.8 10.8 10.4 5.4 
Keeping house 20.7 10.9 - - 45.7 47.5 
Going to school 1.6 0.1 1.6 0.1 1.7 0.4 
Unable to find work 1.8 1.2 1.6 1.0 2.0 1.5 
Other 8.6 8.7 14.6 10.6 1.3 2.3 

In Armed Forces 0.3 1.9 0.6 2.5 - - 

- Represents zero. 

Source: Current Population Survey, Bureau of the Census. 



Table 7. Income Thresholds at the Poverty Level in 1973 by Sex of Head, Size of Family, 

and Number of Related Children Under 18 Years Old, by Farm -Nonfarm Residence 

Size of family unit 
Number of related children under 18 years old 

None 1 2 3 4 5 6 or more 

NONFARM 

Male Head 

1 person (unrelated indiv.): 
Under 65 years $2,396 
65 years and over 2,153 -- 

2 persons: 

Head under 65 years 2,996 $3,356 -- 
Head 65 years and over 2,690 3,356 -- -- 

3 persons 3,488 3,601 $3,806 
4 persons 4,598 4,666 4,505 $4,733 -- -- 

5 persons 5,549 5,616 5,436 5,299 $5,413 -- 
6 persons 6,365 6,386 6,251 6,115 5,934 .,025 -- 
7 or more persons 8,016 8,085 7,926 7,790 7,610 7,337 $7,270 

Female Head 

1 person (unrelated indiv.): 
Under 65 years $2,217 -- 
65 years and over 2,125 -- 

2 persons: 
Head under 65 years 2,768 $3,022 -- 

Head 65 years and over 2,656 3,022 -- -- 

3 persons 3,375 3,215 $3,556 -- 

4 persons 4,415 4,574 4,553 $4,505 -- 
5 persons 5,299 5,459 5,436 5,391 $5,209 -- 
6 persons 6,183 6,296 6,251 6,205 6,002 $5,819 -- 
7 or more persons 7,767 7,881 7,858 7,790 7,587 7,429 $7,066 

FARM 

Male Head 

1 person (unrelated indiv.): 
Under 65 years $2,036 
65 years and over 1,830 -- 

2 persons: 
Head under 65 years 2,546 $2,852 -- 
Head 65 years and over 2,286 2,852 -- -- 

3 persons 2,965 3,061 $3,235 -- -- 
4 persons 3,909 3,967 3,829 $4,023 -- 
5 persons 4,717 4,774 4,620 4,504 $4,601 -- 
6 persons 5,410 5,428 5,314 5,198 5,044 $5,121 
7 or more persons 6,815 6,873 6,738 6,622 6,469 6,237 $6,180 

Female Head 

1 person (unrelated indiv.): 
Under 65 years $1,884 -- 
65 years and over 1,806 -- 

2 persons: 
Head under 65 years 2,353 $2,569 -- 
Head 65 years and over 2,258 2,569 -- -- 

3 persons 2,868 2,733 $3,023 -- -- 
4 persons 3,754 3,887 3,870 $3,829 -- -- 
5 persons 4,504 4,640 4,620 4,582 $4,428 -- 
6 persons 5,256 5,352 5,314 5,275 5,102 $4,947 
7 or persons 6,601 6,700 6,680 6,622 6,449 6,314 $6,006 

-- Not applicable. 
Source: Current Population Survey, Bureau of the Census. 
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DIRECTIONS IN AFDC STATISTICAL RESEARCH 

Mitsuo Ono 
Social and Rehabilitation Service* 

I. Introduction 

Since 1937, the Aid to Families with Dependent 
Children (AFDC) program has provided public 
assistance to needy families with children who 
are deprived of parental support or care. In 

addition, beginning May 1961, States could ex- 
tend the AFDC program to include not only foster 
home care for these children but also assist 
intact and needy families with children whose 
fathers were inadequately or temporarily unem- 
ployed and ineligible for unemployment insurance 
benefits. 1/ Currently, 25 jurisdictions have 
approved plans operating under the unemployed 
father segment of the AFDC program. 

As of February 1974, 10.9 million persons or 5.2 
percent of the total civilian population in the 

nation were covered under the AFDC program. In- 

cluded were 7.9 million children and 3.0 million 
adults in about 3.2 million families (or 5.8 

percent of the total number of families in the 
nation). The program currently covers about 97 
AFDC children for every 1000 under 21 years of 

age in the Nation (the AFDC child recipient 
rate) . 

In February, 1974, 461,000 recipients (including 
277,000 children) within 101,000 (mostly double 
parent) families were in the unemployed father 
segment of the AFDC program. The remaining seg- 
ment covered essentially single parent families, 
mostly families headed by a woman. In January, 
1973, a special study found that about two 
million families of the 2.9 million AFDC fami- 
lies (or 79 percent of the total) were families 
headed by a woman. 

Four States (New York, California, Illinois and 
Pennsylvania) with about 30 percent of the 
nation's population had 36 percent of the total 
AFDC recipient caseload. 

AFDC assistance groups not only receive cash 
maintenance payments but some are also eligible 
to receive benefits such as food stamps, Medi- 
caid, housing allowances and social services. 
The amount and type of assistance received de- 
pends on States' payments plans and on how much 
assistance units are able to obtain necessities 
on their own. Means- tested assistance payments 
make up the gap between income received and the 
minimal living cost standards established by 
States (including adjustments which differed by 
States.)2! 

In February 1974, for the nation as a whole, an 
average AFDC case unit (approximately a 4- person 
family) received about $200 monthly of cash 
assistance or an annualized amount of about 
$2400. This cash assistance was roughly about 
53 percent of the low income threshhold for a 
4- person family. However, due to different 
payment standards among States, average monthly 
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payments per unit ranged from $339 in New York 
to $51 in Mississippi. 

AFDC cash income maintenance payments for Febru- 
ary 1974 amounted to 638 million dollars. In 
calendar year 1973, total AFDC income maintenance 
payments totaled 7.2 billion dollars, approxi- 
mately 35 percent of all Federally aided assist- 
ance program expenditures of 20.5 billion dollars 
(including AFDC, the adult programs and emergency 
assistance). 

In February 1974, Federally aide Medicaid pay- 
ments (in the form of vendor payments) amounted 
to 842 million dollars. In calendar year 1973, 
total Medicaid payments totaled 9.8 billion 
dollars. Overall, the Federal Government paid 
about 54 percent (income maintenance) and 52 
percent (Medicaid) of total assistance costs with 
the balance paid by State and local jurisdic- 
tions. 

The establishment of timely and comprehensive 
statistical reporting channels from State wel- 
fare offices to Federal regional offices and 
to NCSS is critical for the proper planning and 
administration of Federally aided but State 
operated public assistance programs, such as 
AFDC. 

The main purpose of this preliminary paper, di- 
vided into three parts, is to outline better in- 
formation needs for policymaking purposes. The 
first part highlights changes in AFDC caseload 
and AFDC family characteristics occurring in 
past years. The second part presents some of the 

efforts being made in NCSS to improve the current 
AFDC statistical information systems. 

While the first and second parts are descriptive, 
the third part is exploratory. The third part 
points out needs for further research to develop 
better ways to collect household survey data. It 

notes that for certain types of information data 
collection methods fail to produce relevant in- 
formation because of the lack of a theoretical 
framework and related data collection techniques, 
especially in household surveys covering low in- 
come families. It further suggests that the 
human capital approach be used in developing a 
conceptual framework for use in conducting house- 
hold surveys. 

II. Changes in AFDC Caseload and AFDC 
Characteristics 

A. Macro Changes 

Since the beginning of the program in 1936, AFDC 
caseload has been on an upward trend in response 
to many complex interrelated variables. As of 
December 1936, with 23 States included, the pro- 
gram covered 161,600 AFDC families and 546,200 
recipients (403,980 children). As of December 



1973, with 54 jurisdictions included, (50 States 
Puerto Rico, District of Columbia, Guam, Virgin 
Islands) there were 3,155,500 AFDC families and 
10,814,300 recipients (including 7,811,700 
children). Between 1936 and 1940, the average 
annual percentage rate of increase in the number 
of families and recipients were both about 21 
percent per annum primarily because of new 
States coming into the program. However, be- 

tween 1941 and 1973, the annual rate of increase 
averaged out to 6.7 percent for families and 6.9 

percent for recipients. The ratio of AFDC fami- 

lies to all families in the Nation (the AFDC 
family rate) and the ratio of AFDC recipients 
to the resident population in the Nation (the 

AFDC recipient rate) increased at an average 
annual rate of 6.5 percent and 5.4 percent, 
respectively, during this same period. These 

data indicate that although AFDC families in- 

creased proportionately with the increase in the 
number of families in the Nation, the AFDC re- 

cipient population increased at a slower rate 
than the overall population growth from 1941 to 
1973. 

A full analysis of the reasons for the upward 
trend in AFDC caseload over the past 37 years is 

outside the scope of this present paper. Only 
an outline of the more important factors in- 
volved is presented. For those who wish to pur- 
sue this problem further, publications on this 
general subject are available. 3/ 

The growth of AFDC caseload during the past 37 
years has been in response to many complex fac- 
tors. Simplified, they relate to demographic 
changes, e.g., child population increase, mo- 
bility and migration; economic, e.g., rising 
standards of living, unemployment, etc.; socio- 

logical, e.g., increasing teenage -age marriages, 
more broken homes, urbanization, etc.; and the 

most important -administrative, judicial and 
legislative program changes, including amend- 
ments in the Social Security Act, several im- 
portant court decisions, and changes in State 
and Federal regulations resulting in expanded 
coverage, improvement of standards, etc. 
Clearly, this expansion in AFDC caseload did not 

occur at an uniform rate but at variable rates 
depending on how various factors affected the 
creation of new eligibles, how fast they were 
converted to program recipients, and on how 
fast AFDC recipient units were leaving the 
system. 

Beginning in 1936 and continuing through 1940, 
the high average annual percentage increase 
(21 percent per annum) in the number of families 
and recipients between 1936 and 1940 is attri- 
buted primarily to new States entering into the 
program. Between 1936 and 1941, 21 additional 
States joined this program. By April, 1941, 44 

States had adopted the AFDC program. Not in- 
cluded were several States with about 10 percent 
of the total civilian population in the Nation. 

From December 1941 to December, 1945, the con- 
tinual rise in AFDC caseload was broken due to 

World War II. During this period, the average 

annual percentage decline was 8.5 percent and 
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7.5 percent, respectively, for families and re- 
cipients. However, after this temporary con- 
traction, the AFDC caseload again rose. From 
1946 to 1950, the average annual percentage in- 

crease in AFDC families and recipients were 17 
percent and 19 percent, respectively. The AFDC 
recipient rate showed an average annual rate of 
increase of about 15 percent. Major reasons for 
this upswing were increases in marriages and 
marital breakups, expansion in the child popula- 
tion, economic problems, and program changes. In 

August 1950, the caseload reached a peak of 
655.8 thousand families and 2.24 million recip- 
ients. As of December, 1950, 36 children per 
1000 population under 18 years of age in the 
Nation were aided in the AFDC program. 

This expansion in AFDC caseload was temporarily 
stopped during the period of the Korean conflict. 
From 1951 to 1953, the average annual percentage 
reduction in the number of AFDC families and re- 
cipients were 5.6 percent and 2.5 percent, 
respectively. As of December 1953, there were 
547.3 thousand AFDC families and 1.94 million 
recipients on the rolls. This represented a 
net loss of 108 thousand AFDC families in three 
years. The child recipient rate was 27 per 
1000, significantly below the high of 36 per 
1000 in December of 1950. 

From the end of 1953 to the beginning of the 
1957 -58 recession, the overall AFDC caseload 
moved steadily upward again. Between December 
1953 and December 1956, the average annual per- 
centage increases in AFDC families and recipients 
were 4.0 percent and 5.4 percent, respectively. 
The AFDC recipient rate grew at an annual average 
of 3.4 percent. The child recipient rate was 29 

per 1000 as of June 1956, still below the high 
of 36 per 1000 in December 1950. However, from 
1956 to 1958, the average annual rate of increase 
accelerated to 11 percent for families and 12 

percent for recipients, probably affected by the 
1957 -58 recession. Although the average annual 
rate of increase in AFDC caseload leveled off 
for a short period from 1959 to 1960 (4.3 per- 
cent for recipients) it started to advance again 
during the 1960 -61 period. This amounted to an 
average of 11 percent for recipients between 
December 1960 and December 1962. Two main 
reasons were involved: (1) the 1960 -61 recession 
and (2) effective May 1961, the AFDC program was 
broadened to include the unemployed father seg- 
ment. There was a net increase of 112,000 AFDC 
families and a net increase of 493,000 recipients 
between December 1960 and 1961. 

From 1962 through 1966, the volume o AFDC fami- 
lies and recipients moved forward only gradually, 
averaging an annual increase of 4.9 percent and 
5.3 percent, respectively. Both the AFDC family 

rate and the AFDC recipient rate increased at an 
annual average rate of 4.0 percent; in contrast, 
the child recipient rate creeped up from 42 per 
1000 in June 1962 to 48 per 1000 in June 1966, 
reflecting a higher share of the Nation's chil- 
dren under 18 years within the AFDC program. 

Beginning in August 1966, the longest rise in 

AFDC caseload began and continued upward until 



April 1972. From August 1966 to March 1970, the 

average annual rate of increase of the 12 months 

moving average (to eliminate seasonal varia- 
tions) in the number of AFDC families was 16 

percent per annum; from April 1970 to December 
1970, it accelerated to a historical peak of 33 
percent per annum. From January 1971 to March 
1972, the expansion slowed down but still ad- 
vanced at a very high rate of 22 percent per 
annum. Between December 1966 to December 1971, 
the AFDC family caseload continued to increase 
at an average annual rate of 18 percent while 
the AFDC recipient caseload rose at 21 percent 
per annum. The comparable measures for the AFDC 

family rate and the AFDC recipient rate were 19 
percent and 16 percent, respectively. 

In December 1966, the AFDC child recipient rate 
was 48, but in December of 1971, this rate was 
approximately 83 children per 1000 population 
under 18 years of age, a near doubling within 
5 years. 

As of December 1971, the AFDC caseload consisted 
of 2.9 million families and 10.7 million recip- 
ients (including 7.7 million children). Five 

years before (December 1966) the caseload 

covered about 1.1 million families and 4.4 
million recipients (including 3.3 million chil- 
dren) . 

The dramatic rise in AFDC caseload during this 

period can be attributed to several factors. 

The more important ones were the 1967 amendments 
to the Social Security Act which required States 
to reprice their cost standards for basic needs 
to reflect price changes and required States to 
disregard specified amounts of earnings in 
determining the assistance amount that a family 
with earnings would receive. Additional fami- 

lies became eligible for assistance under the 
first amendment while cases that normally would 
had been closed continued to be eligible for re- 
duced assistance payments under the second. In 

addition, more units entered into the AFDC pro- 
gram as they became aware of their eligibility 
as publicized under the "War on Poverty" pro- 
gram. Also, many organizations working in this 
program area caused program regulations to be 
revised which made possible more people to be 
eligible under the AFDC program. In addition, 
internal administrative changes caused more 
AFDC eligible families to receive benefits. 

However, beginning with April 1972, the average 
annual percentage rate of increase of the 12 
months moving average began to decline. From 
April 1972 to August 1973, the average annual 
rate of increase of the 12 months moving aver- 
age for recipients dropped about a third (7 

percent) of the rate for the January 1971 - 
August 1973 period (22 percent). From September 
1973 to February 1974, the average annual rate 
of increase in the moving average dropped sig- 
nificantly to a level of 1.2 percent. The rate 
for 1970 to 1971 was 10.3 percent, from 1970 to 
1972, 7.1 percent, and from 1970 to 1973, 3.8 
percent. Declines in the average rates of ex- 
pansion were equally significant for families, 
14.3 percent, 10.6 percent and 7.3 percent, 
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respectively. For the AFDC family rate, the 
rates of increase were 12.9 percent, 8.8 percent 
and 5.5 percent while for the AFDC recipient 
rate the comparable rates were 9.0 percent, 5.9 
percent, and 2.8 percent, respectively. 

This decline in the rate of increase in the dra- 
matic upward movement of AFDC caseload can be 
attributed to many interrelated factors among 
which are administrative (e.g., tightening of 
administrative procedures in screening eligi- 
bles), legislative (e.g., shift of the disabled 
to APTD and subsequently to SSI prior to July 
1973), demographic (e.g., probable saturation of 
female headed families eligible for AFDC) and 
economic (e.g., budgetary pressures on govern- 
mental units). The various reasons responsible 
for the rise and decline of the AFDC caseload 
are to be analyzed'in more detail. 

With respect to seasonal variations in the AFDC 
caseload, there is a definite seasonality pat- 
tern in the caseload for the unemployed father 
segment. Overall, the national caseload tends 
to increase about 17 percent during the late 
winter and early spring period and tends to de- 
crease about 14 percent during the late summer 
and early fall period. The AFDC -UF segment case- 

load hits its highest peak during January - 
February and decline to its lowest level during 
the summer months. These variations are pre- 
sumably associated with seasonal farm and ser- 
vice- type work, involving the high risk AFDC 
population. 

In summary, this overview noted that AFDC rolls 
have not expanded on a steady course during the 
past 37 years but have grown with different 
periods of rise and decline, depending how dif- 
ferent caseload variables interacting with each 
other. More detailed investigations of reasons 
for fluctuations in AFDC caseload will be a 
subject for future papers. 

B. Micro Changes 

Characteristics of AFDC families have also 
changed historically, many in line with national 
trends. Data depicting these changes were ob- 
tained from National surveys of AFDC families 
conducted recurrently since 1948 by NCSS in coop- 
eration with State welfare offices. These 
changes in characteristics reflect changes in ad- 
ministrative, demographic, economic and socio- 
logical variables. The statistical information 
compiled in these surveys is limited to those 
which can be readily obtained by caseworkers 
from case schedules kept in State welfare 
offices. All information is handled under very 
strict procedures to protect the confidentiality 
of individuals. Since more detailed statistical 
information is available elsewhere, only key 
changes in characteristics are highlighted. 4/ 

In line with National trends, AFDC families are 
becoming more urbanized (an increase of about 31 
percent between 1953 and 1973). The proportion 
of Black families in the National caseload has 
increased, from 22 percent in 1942 to 40 percent 
in 1961 and 46 percent in 1973. The 



average number of child recipients declined in 
AFDC families from 3.2 in 1961 to 2.6 in 1973. 

Accordingly, the average size of an AFDC family 
has dropped from an average of 4.2 persons in 
1961 to 3.6 persons per family in 1973. More- 
over, the median age of AFDC mothers has declined 
from about 35 in 1961 to about 30 years in 1973. 

In 1961, the median time on assistance rolls of 
those on the caseload at the time of the survey 
for a family was 2.1 years. In 1971, the com- 
parable figure was 1.6 years. This drop was 
heavily influenced by the large number of AFDC 
families newly coming into the program during 
the 1966 -71 caseload expansion period noted pre- 
viously. In 1973, however, the median time on 
assistance had risen to two years. This rise 

was due to a combination of factors including a 

slowdown in the caseload expansion which re- 
sulted in a smaller proportion of families which 
were on AFDC rolls for shorter periods and also 
a result of the income retention provision of the 
1967 amendment. 

The percentage of illegitimate children in the 
AFDC program has risen. 5/ In 1948 about 11 
percent of all children in the program were ill- 
egitimate. This percentage rose to 24 percent in 
1961, and to 33 percent in 1973. The January 
1973 study showed that about 46 percent of all 
AFDC families had at least one illegitimate 
child. 

Also in line with national trends, there are 
more AFDC families with marital breakups. In 
1961, about 22 percent of all AFDC families had 
no fathers because of marital breakup. In 1973, 
this rate was approximately 45 percent, twice the 
percentage of 1961. 

Approximately 18 in every 100 mothers was em- 
ployed or looking for work in 1961. However, by 
1973, this rate had risen to 29 in every 100. 
AFDC mothers working full -time also increased. 
In 1961, one in every 20 mothers had worked full 
time. In 1973, this rate was 1 in 10. 

The average educational level of workers has 
also risen from 9 years of schooling in 1961 to 
11 years of schooling in 1973. 

Overall, these data indicate that as compared 
with the past,AFDC families have better chances 
for getting off AFDC rolls, i.e., relatively 
smaller sized AFDC families with breadwinners 
having more work experience and higher educa- 
tional levels than before. However, further re- 
duction also requires that on the demand side, 
more work opportunities be made available for 
them, and on the supply side, barriers for em- 
ployment outside of the home be reduced (e.g., 
availability of child care facilities). 

III. Ongoing NCSS Statistical Research 6/ 

In view of the need for more relevant, timely 
and accurate statistical information on SRS pro- 
gram recipients, eligibles, and the high risk 
AFDC population, a demonstration project to be 
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implemented in a single State is in progress to 

(1) provide information on unduplicated counts of 
SRS program participants, (2) tie in assistance 
from multiple programs to individuals and fami- 
lies, (3) identify factors which lead to programs 
participation among eligible and (4) provide de- 
tailed characteristics of recipients and services 
received by these recipients. 

This redesign of the recipient statistical re- 
porting system brings into focus data of the 
"in- scope" population who are already on the 
rolls of welfare agencies. Information will also 
be sought about the high risk AFDC population by 
means of a proposed longitudinal sample survey of 
low income households. A small pilot study is 
presently being conducted by the Census Bureau 
covering families with an income level of less 
than 1.5 the low income threshold. This survey 
will attempt to learn more about the AFDC eligi- 
ble population, with or without public assist- 
ance payments, and the low income population not 
eligible for the AFDC program. In this test 

study, data on household compositional changes 
will also be collected. The results of this 

study should provide valuable information on pro- 
blems involved in collecting such data in future 
household surveys covering low income families. 

Furthermore, NCSS is publishing results of the 
AFDC study conducted in January 1973, of which 
some finding were presented in Part II. This is 
a continuation of a series of such studies con- 
ducted periodically since the program originated. 
Surveys were made in 1948 (June), 1953 (Novem- 
ber), 1956 (January, February, March, or April), 
1961 (December), 1967 (November or December), 
1969 (May), and 1971 (January). Although no 
evaluation has been made to determine the accu- 
racy of study findings, plans are being made to 
conduct such analysis in the future. 

In addition to the above, action is being taken 
to expedite the timely reporting of key statis- 
tical data from State welfare offices by tele- 
phonic reporting to NCSS (via Regional Offices) 
in advance of the regular reporting requirements. 
Also to speed up the processing and publication 
of statistical data collected by NCSS, efforts 
are being made to computerize the production of 
NCSS publications. 

The above work will materially improve the cur- 
rent statistical information system within NCSS 
and will result in better statistical data on 
AFDC caseloads and payments for use in the ad- 
ministration of SRS programs. 

IV. Directions in AFDC Statistical Research 

It goes without saying that decision -makers make 
choices under conditions of uncertainty. The 
statistician's main task is to help reduce this 
uncertainty by providing the proper information 
so that the decision -mfr will make better de- 
cisions. Ideally, this information should be 
relevant, accurate, timely and understandable. 
However, working under imperfect conditions, the 
statistician sorts out the more important re- 
quirements and attempts to meet them as best as 



possible under the constraints of time and re- 
sources. In this effort, tradeoffs among alter- 
natives are made depending on how information is 
to be used, costs of obtaining the desired in- 
formation and the penalties of making wrong de- 
cisions. For example, under certain circum- 
stances, timeliness may be more important than 
rigor and in others, accuracy supersedes, regard- 
less of costs. 

In making these tradeoffs, implicitly or expli- 
citly, the statistician ,applies a crude informa- 
tion effectiveness index. In this regard, this 

writer believes that many statistical studies on 

household activities, especially on low income 
households could have been materially improved 
by the use of some analytical framework in com- 
piling statistical data. Typically, much of the 
information asked in surveys is not related. 
This writer believes that these surveys have a 
low information effectiveness index because of 
the lack of an appropriate conceptual model and 
the use of deficient data collection techniques. 
Under these circumstances, the decision -maker 
could receive misleading quantitative informa- 
tion. 

Framework of Analysis 

In trying to understand a complex social phe- 
nomena involving many interrelated variables, 
e.g., demographic, social, economic, psycho- 
logical, political and administrative, decision 
makers need to formulate a framework by which 
these interrelationships can be analyzed. It is 

suggested initially that simplified social 
accounts be used which correlate transactions 
between and among the three sectors in the do- 
mestic economy - government, business and house- 
holds. 

This is shown in the form of circular flow 
accounts: 

Sales 
(Income) 

Purchases 
(Expenditures) 

Private and Household Enterprises (Production) 
Net sales of Net purchases of 
goods and services goods /services 
to enterprises, govern- Labor services ur- 
ment and to households chased from house- 

holds 
Net Government pay- 
ments 

Residual 

Households (Production and Consumption) 
Earnings received 
from labor services 
sold to enterprises, 
government and to 
households 
Transfers receipts 

Other receipts 

Government (Production) 

Net purchase of 
goods /services 

Transfer payments 
Net government taxes 
Residual 

Government Net purchase of goods /services 
Receipts Labor services purchased from 

householdW 
Net transfer payments 
Residual 
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In this scheme, households purchase goods and 
services (from business and household enter- 
prises, government and households) for consump- 
tion purposes. The value of consumption expen- 
ditures, other things equal, depends on the 

amount of aggregate income received, which in 
turn, is divided into earnings received from 
labor and capital services, and transfer payments 
from governmental or private sources. The value 
of individual earnings is a product of earnings 
received per time unit and the amount of time 
unit worked. For public assistance households, 
e.g., those in AFDC, means- tested transfer pay- 
ments are cash assistance receipts and income- 
in -kind or vendor payments for housing, social 
and medical services. 

Services provided to eligible public assistance 
households are paid by Government in the form 

of vendor payments or direct compensations. 
Within the household sector, given fixed levels 
of household consumption expenditures, earnings 
and transfer receipts are substitutes since as 
one source increases, the other decreases and 
vice versa. Under these circumstances, transfer 
payments are substitutes on the income side; but 
on the expenditures side, they are complements. 

A key problem is to examine how rates of sub- 
stitution between these income sources, given a 
fixed consumption level, are derived by house- 
holds under varying conditions and circumstances. 

This framework helps to examine the following 
statistical conceptual issues in conducting 
household surveys, especially among low income 
households: 

(a) Need for a labor utilization approach 
instead of the presently used labor 
force approach to collect work ex- 
perience data; 

(b) Need for a human capital conceptual 
approach in designing household 
surveys; 

(c) Need for integrated household surveys, 

and, 

(d) Need for integration of information on 
transactions between and among the 
three sectors - government, business, 
and households. 

Need for A Labor Utilization Approach 

For the typical household, aggregate income con- 
sists mostly of earnings. However, for the 

public assistance households, income consists of 
mostly transfer payments, whether in the form of 
cash payments or income -in -kind. Many studies 
on the employment potential of AFDC families have 
concluded that breadwinners of these families are 
employable and are willing to work to get off 
public assistance rolls if employment barriers, 

such as need for training, inadequate child care 
facilities, illness, etc., could be somehow 
reduced. 7/ 



The size of individual earnings is a product of 
the volume of paid work measured in time units, 
and the corresponding average time unit earnings, 
which depends on the occupational activity 
performed. For aggregate household earnings, its 

size depends on (1) number of earners in the 
household and (2) the size of individual earn- 
ings. 

Thus, the overall level of aggregate household 
expenditures and income which affects the 
assistance level, depends upon the amount of 
earnings received which in turn is related to 
the amount and type of paid work performed. 
Study findings show that work activity being per- 
formed by AFDC mothers was typically sporadic 
employment- either full or part time. 8/ 

The currently used labor force approach used for 
measuring employment activity in AFDC households 
is not fully adequate to produce information 
which reflects the fluid and dynamic work situ- 
ation typically found among these households. A 
basic assumption of the labor force approach is 
that labor agents work at and seek jobs - re- 
lated to established work activities involving 
regular work, regular pay, and rather standard- 
ized working schedules. In AFDC households, it 

is not unusual to find working age members en- 

gaged in low productive work in marginal services 
activities while seeking regular (and more pro- 
ductive work elsewhere). For others, they tem- 

porarily apply for assistance until suitable 
work is found. They move in and out of dif- 
ferent work (and nonwork) activities as cir- 
cumstances change. Under these conditions, 
classifications such as "inside and outside of 
the labor force" based on a week's time, become 
meaningless and very difficult to interpret for 
policy - making. 

Instead of the labor force approach this writer 
suggests that a labor utilization approach may 
be more suitable for measurement purposes. This 
proposal employs a flow accounting concept 
rather than the stock accounting concept used in 
the labor force approach. 9/ 

The labor utilization approach attempts to ana- 
lyze the sources and uses of the labor input 
flow in the same way that the economic accounts 
attempt to measure the value -added flow in pro- 
ductive activity. In this approach, labor 

agents are classified in different categories 
based upon how their streams of labor energy are 
utilized. In contrast, the labor force approach 
primarily attempts to measure the number of 
people in the economically active population who 
were either employed or not employed at certain 
points of time as shown by the labor force par- 
ticipation rate and the unemployment rate. The 

mechanics of getting meaningful information 
under the labor utilization approach in house- 
hold surveys involve the development of a time 
disposition questionnaire which allows for the 
recording of irregular hours worked by labor 
agents in primary and second work activities 
during the month. In view of the typical irreg- 
ularity of work activities performed by persons 
in AFDC households, the use of a time dispo- 
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sition questionnaire provides the opportunity to 
record the variability not only in the hours 
worked but also in the types of work performed. 
For recording purpose, the survey period can be 
divided into (1) the survey reference period and 
(2) the survey accounting period. Labor agents 
are classified based on the information compiled 
in the survey reference period. More detailed 
information is collected for those labor agents 
which have very irregular working conditions, 
e.g., migrant laborers, in the supplementary sur- 
vey accounting period. This allows more flexi- 
bility in collecting survey information, es- 
pecially for the dynamic work situation typically 
found among AFDC households. 

Need for A Human Capital Conceptual Approach in 
Designing Household Surveys 

Once the formulation of the labor utilization 
approach is accepted the applicability of the 
human capital approach in designing household 
surveys logically follows. 10/ 

The basic idea of this approach is that persons 
or labor agents represent human capital with 
embodied investment flows such as inputs of 
health care, education, training, etc. 11/ They 
are also carriers of work energy that can be 
utilized in both production and non -production 
activities.In combination with other factor agents 
of production, labor agents produce goods and 
services (and receive earnings) for current con- 
sumption or further investment. 

A good example of this relationship is that be- 
tween caloric consumption, work activity and 
value added. 12/ 

A basic problem is to investigate the flow pro- 
cess by which this work energy is created and 
eventually utilized in different renumerative and 
non -renumerative end -use activities. This type 

of analysis should materially add to the better 
understanding of needs of low income households 
for policymaking purposes. 

Need for Integrated Household Surveys 

In line with the above, requirements exist to 
analyze the socio- economic behavior of public 
assistance units in a more comprehensive fashion 
using integrated household surveys. It is un- 
fortunate that much of this interdependent in- 
formation on human and social capital (invest- 
ment) is collected separately in ad hoc surveys, 
e.g., a sample survey on the labor force, a 

sample survey on income and expenditures, etc. 
This problem can be attributed partly to the lack 
of a comprehensive analytical framework which can 
be used to integrate different types of household 
data into a socio- economic theoretical system. 

As soon as we accept the need for the use of the 
human and social capital approach in designing 
household surveys, the use of integrated house- 
hold surveys becomes more critical. 



Need for More Information Analyzing Transactions 
Between and Among Sectors of the Economy 

The discussion up to now relates to data needs 
to analyze more effectively the dynamic behavior 
of the household sector. However, for policy - 
making purposes, data are also required which 
show linkages between and among the selling 
(supply) and buying (demand) components, e.g., 

the provision of social and medical services to 
AFDC recipients. For this, a marketing matrix 
can be developed. Thus, a social service sta- 
tistical information system can be developed in 

the same way that retail consumer sales by dif- 
ferent types of outlets can be related to pur- 
chase of goods and services by different types 

of households. 

This matrix can be used to trace types of social 
services received by different groups of public 
assistance recipients from various vendor groups 
under different SRS program areas. Work is now 
ongoing to develop the basic groundwork by 
which such information systems can be imple- 
mented. 

summary 

This preliminary note is a beginning of a series 
of more detailed papers presenting statistical 
research efforts currently being conducted at 

NCSS. It indicates the need for more analysis 
on the sources and structure of growth in AFDC 
caseload. Also, it notes that more work is 
needed in developing new conceptual approaches 
to compile statistical data covering potential 
and current AFDC households in household surveys. 
Finally, it calls for more investigation to im- 
prove the statistical measurements of trans- 
actions dealing with public assistance payments 
between and among the three sectors of the 
economy -business, government and households. 
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where a person is envisoned as a carrier of 
human capital. There is a stock (an inven- 
tory of potential human energy) and a flow 
(the use of this labor energy as measured in 
time periods). The human population at a 
point of time then represents a collective 
of persons holding an inventory of potential 
labor energy to be used for some end use. 

10/ According to T. W. Schultz, investments in 
human capital can be classified under (1) 

schooling and higher education, (2) pre- 
school training and learning, (3) preschool 
learning activities, (4) migration, (5) 

health, (6) information and (7) investment 
in children (population). See his "Human 
Capital: Policy Issues and Research 
Opportunities" in Human Resources, Fiftieth 
Anniversary Colloquim, Part VI, National 
Bureau of Economic Research, New York, 1972. 
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11/ See "Food Consumption, Nutrition and 
Economic Development in Asian Countries" by 
H. T. Oshima, Economic Development, and 
Cultural Change, July 1967, pp. 385 -397. 

12/ For useful studies, see The Economics of 
Human Resources by H. Correa, North Holland 
Publishing Co., Amsterdam, 1963; Human 
Capital Formation and Manpower Development, 
edited by R. A. Wysha, The Free Press, 
N. Y., 1971; Journal of Political Economy, 
Supplement on "Investment in Human Beings," 
Vol. LXX, No. 5, Part 2, Oct. 1962; "The 
Increasing Economic Value of Human Time" by 
T. W. Schultz. The American Journal of 
Agricultural Economics, December 1972 
pp. 843 -850. 



DISCUSSION 

W. Michael Mahoney, Social Security Administration 

The three papers presented here are closely 

related. One is about the Aid to Families of 

Dependent Children (AFDC), which provides bene- 

fits to poor female headed families. Another 

is about the Supplemental Security Income (SSI) 

program, which provides benefits to poor aged, 

blind and disabled persons. And one is about 

the poor population as a whole. Unfortunately, 

despite the wealth of interesting and related 

data in each of them, one cannot move readily 
from one to the other. The first two papers 

rely on "program" data, i.e. data generated 

by the programs themselves. Since each of the 

two programs uses different eligibility criteria 

and different definitions of eligible units, the 

data they generate are not directly comparable. 
The third paper relies on data collected by the 
Bureau of the Census in the regular March income 

supplement to the Current Population Survey (CPS). 

The Bureau of the Census uses definitions of 

families and households which do not match the 

programs' definitions of eligible units. More- 
over, it reports family income on a calendar 
year basis whereas program eligibility is de- 

termined for much shorter periods of time. 

Finally, the CPS provides only limited infor- 

mation on asset holdings which are often an 
important determinant of program eligibility. 

These differences have been with us for 
a long time. Why do I stress them now? Be- 

cause in the last six years increasingly sophisti- 

cated models have relied on the CPS data to simu- 

late public assistance and other income transfer 

programs. These models have been the basis for 

dozens of studies of program impact and have 

been the source of most cost and caseload esti- 
mates produced for the many new welfare programs 
proposed during these years. The first real 

test of the ability of these models to produce 

accurate estimates is far from inspiring. 

Recent experience with the SSI program, 
which was implemented in January 1974 and which 
thus far has far fewer recipients than first 

estimated, suggests that one or more of the 

following are wrong: 

(a) the techniques and inferences used to 
conform the CPS data to program concepts 

b assumptions about participation rates 

o the program data 
d the CPS data 

Quite likely there are some biases in the way 

the various simulation models manipulate the 

data. But it is an act of faith to assume that 
any remaining differences are attributable to 
program participation rather than the data them- 

selves. I prefer to remain skeptical and to 
assume that all four sources of error are e- 
qually likely. 

Income transfer programs have become the 

largest component of Federal expenditures. It 

is essential that there be adequate data and 
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and procedures for exploring these programs and 
the impact of possible changes in them. Efforts 
to provide and improve this capability in the 
Office of the Secretary of Health, Education 
and Welfare, in the Office of Research and Stati- 
stics of the Social Security Administration, at 
the Urban Institute, Mathematica and other pri- 
vate firms are to be commended. The pilot study 
to which Mitsuo Ono refers in his paper is 
another important step in the right direction. 
It seems likely, however, that a new income 
survey which would replace the March supplement 
will be necessary. 

There have of course already been a number 
of discussions about such a new survey, what it 
should look like, and the problems that are 
likely to be associated with it. I would put 
high on the list of problems for any future dis- 
cussions the difficulties that will be faced in 
gathering data that conform to program usage. 

I have a few comments about each of the 
papers. 

Renee Miller and Arno Winard provide 
with a concise and useful description of the 
poverty population and how it has changed over 
time. But in attributing some of the decline 
in the number of working poor to the impact of 
minimum wage legislation they provide an inter- 
pretation that most economists would surely dis- 
pute. If minimum wage legislation has the affect 
that economic theory predicts, the reduction in 
the number of working poor is not a result of 
their greater earring power but because fewer of 
them work! In fact, the very high unemployment 
rates among out -of- school youth and others with 
marginal skills may be a result of minimum wages. 
If these rates were lower, poverty rates might 
also be lower. 

Miller and Winard point out another trend: 
the increasing number of female headed families. 
Citing the evidence of a recent publication of 
the Fiscal Subcommittee of the Joint Economic 
Committee that welfare benefits available to 
female headed families are generally greater than 
they are for male headed families, Miller and 
Wivard suggest that financial incentives may 
account for the trend. It is a possibility I 
rerii1y concede. But we must guard against 
the possibility of assuming that because an 
identifiable and measurable incentive exists, 
behavior is necessarily stroi y influenced there- 
by. For example, it has long been assumed that 
the financial disincentives in most welfare pro- 
grams effectively discouraged recipients from 
working. Recent evidence raises some doubt 
about this assumption. Where incentives exist, 
it is appropriate to learn whether they affect 
behavior but we must be cautious when we attempt 
to explain the behavior of others. 

In his paper, Richard Bell provides us with 
a straightforward description of the new pro- 



gram. But his suggestion that social security 
benefits are an important source of income for 
SSI recipients is misleaôing. Persons who rec- 
eive both supplemental security and social sec- 
urity benefits are only twenty dollars a month 
better off than those who receive only supple- 
mental security benefits. It is on the total 
expenditures in the SSI programs that the social 
security payments have their impact. These 
expenditures are substantially less than they 
otherwide would be. 

I will note without comment that Bell's 
favorable assement of the Social Security 
Administration effort to identify and enroll 
eligible SSI recipients is not shared by a 
number of spokespen for the elderly poor. 

Mitsuo Ono's paper about the AFDC program 
is a refreshing change from previous papers 
by employees of the Social and Rehabilitative 
Services agency which the 
program. Many (though not all) of those papers 
displayed an almost perverse unwillingness to 
to look at and think logically about facts. 
I don't know how many times Social and Rehabili- 
tative Services publications pointed out that 
that the median length of time on the rolls was 
declining. Ono points out correctly that when 
the rolls are increasing of course the median 
time on declines. 

Ono does slip up once or twice, however. 
He used differences in average welfare payments 
to illustrate the differing generosity among the 
states. However average welfare benefits are 
a function of: a) the income distribution with- 
in the individual states; b) the formula the 
state uses to determine the payment to an eli- 
gible family; c) the administrative practices 
of the State; as well as d) the amount the 
state will pay to a family with no other income. 
The last of these, while not perfect, is a 
better indicator of generosity than average 
payment. 

Ono observes that the proportion of fami- 
lies receiving where the father has des- 
erted or never married the mother has been 
steadily growing. One reason for this which 
is seldom noted is that the number of widowed 
mothers requiring assistance has been steadily 
declining. This is in part a result of the 
maturation of the social security program and 
its increased benefit levels. 

Ono is far more optimistic about the pros- 
pect of reducing the welfare rolls than I. 
While I agree with him that a greater proportion 
of them are employable than before, I doubt that 
many will be able to earn enough to reduce their 
welfare entitlement to zero. 

I was asked by our Chairlady to introduce 
a "policy perspective" into our discussion of 
these papers. Ono's comment that timeliness 
is often as important as accuracy is a good 
turning point for me to do that. I could not 
agree with him more. Far too often stati- 
sticians, economists, and program analysts 
have sought a degree of perfection that simply 
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was not worth the cost in time and resources. 
There is never a time when accuracy is important 
regardless of cost. This is a possibility that 
Ono admits but I suspect that his point his 
really that we should be pragmatic about our 
work. I certainly agree. 

Pragmaticism is not the same as having undue 
concern about the inferences for policy that 
people may draw from our work. Because most of 

are concerned about social welfare, we are 

constantly tempted to worry about this. It is 

a temptation devoutly to be resisted. It in- 

evitably leads us to bias our work towards those 
policy outcomes we prefer. Our job is to help 

our employers make informed decisions not to 
lead them down the paths we wish them to follow. 

Let me give an example. 

Miller and Winard discuss the fact that non- 
cash income is not included in the CPS income 
measures. They point out that a number of people 
have concluded from this that the number of poor 
is overstated. They then quote Mollie Orshansky 
to the effect that the non -poor may receive as 
many or more non -cash benefits than the poor. 
Miss Orshansky is certainly right. Our sub- 

sidized presence at this meeting is one example 
of the non -cash benefits we non -poor receive. 

But, if we are an ab olute measure 

of poverty, what is the point ? The amounts 
of non -cash transfer to the poor have increased 
rapidly and dramatically. We should not let 
our preference that the poor be still less poor, 
or that their poverty be relieved by cash rather 
than in -kind obscure that important point. 

Miss Orshansky has pointed out that if the 
income distribution reflected in -kind as well 
as cash end the poverty measure were reconstructed 
using her original methodology, the counted 
number of poor might actually increase. As con- 
structed, the poverty measure is not precisely 
"absolute ". But the measure is used as though 
it were absolute. In any event, the poor are 
less poor with their in -kind benefits than they 
would be without them. 



ON SAMPFORD'S PROCEDURE OF UNEQUAL PROBABILITY 
SAMPLING WITHOUT REPLACEMENT 

C. Asok and B, V. Sukhatme 
Iowa State University, Ames, Iowa 

1. Introduction: When sampling is done with 
unequal probabilities and without replacement 
for estimating the population total Y of a 
characteristic y defined over a population of 
size N, Horvitz and Thompson (1952) have 
proposed an unbiased estimator, 

n yi 
Y = E 

1 - 

with variance 

N N N 2 V(Y)= E + - E Y (2) 
i j(#i) 

where n is the sample size, is the proba- 
bility of including the i -th unit in the sample 
and is the probability for the i -th and j -th 
units to be both in the sample. When informa- 
tion on an auxiliary characteristic x, assum- 
ing the value X, on the i -th unit, is available 
for all the units where Y, is approximately 
proportional to Xi, considerable reduction in 
the variance can be achieved by making aX.. 
Such a scheme must obviously satisfy the con- 
dition 

= n p. , (3) 

where pi = Xi /X, X being the sum of all the 
s Condition (3) obviously puts a restriction 

on the X,'s viz. , max X. < 
X which is not a -n 

severe one. Among the schemes that satisfy 
condition (3) and are applicable for general 
sample size n > 2, we will consider here the 
Goodman and Kish (G and K) (1950) procedure 
and the Sampford's (1967) procedure. The pro- 
cedure of Sampford, which is a generalization 
of the Durbin's (1967) procedure for sample 
size 2, is described as follows: 

Assuming without loss of generality that 
< 1 for all i, define 

Xi = pi /(1 -np1) 

Let L0 

(4) 

(5) 

and L= E X. X X < m< N) (6) m 
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where S(m) denotes a set of m different units 
il, .. , and the summation in (6) is 
over all such possible sets drawn from the pop- 

ulation which are N in number. The proce- 
dure then consists of selecting the particular 
sample S(n), consisting of units il, i2, ..., in 
with probability 

P{S(n)} X. -.X. (1 - E p. ) (7) 

where 

1 12 u=1 

n t 
K = ( t Ln-t/n ) (8) 

Since the evaluation of the expression in (7) for 
all the (m) sets is out of question in practice, 
Sampford has suggested two alternative ways of 
achieving the probabilities P {S(n)} as given in 
(7). Method (i) is to select the units without 
replacement, with the probabilities evaluated 
at each drawing according to the rule described 
and illustrated by Sampford in his article. 
Method (ii) is to select n units with replace- 
ment, the first drawing being made with proba- 
bilities p, and all subsequent ones with proba- 
bilities proportional to p. /(1 -np.) and reject - 
ing completely any sample that doesn't contain 
n distinct units and to start afresh. In practice 
method (ii) could be convenient because a sam- 
ple can be discarded as soon as a duplicate unit 
is drawn. However for small samples one may 
take as a guide line in the relative preference 
of methods (i) and (ii), the value of the expected 
number of samples that must be drawn to obtain 
an acceptable sample which is given by 

Kn (EXt)n -1 -1)' . For this scheme of sam- 
pling Sampford has shown that rr. is given by 
(3) and 

K n 

where = n E X X . X 

1 S(n-2) fn-2 

n-2 
{l-(P.+p.)- 

J u=1 

(9) 

(10) 



It has also been shown by Sampford that the 
condition - rr.. > 0, is satisfied which en- 

13 

sures the nonnegativity of the Yates and Grundy 
variance estimator. 

Even though the exact expression for of 

the Sampford's procedure is available, the 
computations become quite cumbersome partic- 
ularly for N and /or n large. Since the sim- 
plicity of computations is one of the factors to 
be considered in choosing a sampling proce- 
dure, it will be of advantage if reliable approx- 
imate expressions for are derived because 
one may prefer to use the approximate expres- 
sions that would be quite satisfactory and easy 
for numerical evaluation. Also since the pro- 
cedures of Goodman and Kish, and Sampford 
are two competitive schemes, it will be worth 
while if we could compare the efficiencies of 
the two schemes. Thus it would be realistic 
for comparison purposes to derive the approx- 
imate expressions for and hence the vari- 
ance for the Sampford's procedure using the 
asymptotic approach of Hartley and Rao (1962). 
In order to evaluate the variance expression of 
the Horvitz - Thompson (H. T.) estimator under 
the Sampford's procedure, we will first eval- 
uate correct to O(N-4) under the assump- 
tions of Hartley and Rao (1962) viz., n is small 
relative to N and p, is of O(N -1). 

Z. Evaluation of the approximate expression 
for of the Sampford's procedure: Since 

np. < 1, from (4) we get by expanding in 
Taylor's series and retaining terms up to 
O(N -4) only, 

= pip] + n(pi+p]) n2 +pip.) (11) 

Since the leading term in X.X. above is of 
13 

0(N-2), in order to evaluate in (9) correct 
to O(N -4) only, it would be sufficient to eval- 
uate K n and each correct to O(N -2). For 
evaluating K 

n and we need the following 

lemma: 
Lemma 1: Let 2m be the units 
drawn in that order when a simple random 
sample without replacement of size m is 
drawn from a population of N units. Let p1 

... pN be such that each pi is of O(N -1) and 

Ep. is not necessarily equal to one. Then for 
1 

m> 3 where m is small relative to N, the 
following relations are true correct to 
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N(m)E(Pf Pf 
1 

(EPt)m- ( 2 )(EPt)m_2 

+2( 3)(Ept)m -3Ept 
2 

+ 3 -4 (12) 

2 
N(m) pf 

m-1 m_2 Ept -(m-1)(EPt) 
2 

( m21)' (EPt)m-3 (EPt) (13) 

N(m) E(Pf Pf P2 pf ) = 
m-1 

EPt 
1 2 3 

(14) 

and 

N(m) E(Pf pf (EPt) m-2. 
(EPt )2 

1 2 3 4 m 
(15) 

wherein N( m = N(N -1)... (N -m +1) and (P.) is 
to be taken as zero if < v. 

Proof is by induction which is straightfor- 
ward and hence is omitted. 
Remark: Even though the proof of the lemma 
assumes that m > 3, the relations (12) -(15) are 
true for m = 0, 1, and 2 also which can be 
easily verified. 

Lm of (6) can be written as 

Lm= (16) 
1 2 m 

where E denotes the expectation over the 
scheme described in Lemma 1. 
Substituting the value of from (4) and by 

expanding in Taylor's series we get from (16) 

L = m 
m) pf{1+npf+n2pt+...]. 

i=1 
(17) 

Now, it can be easily seen that for any set of 
positive integers , a2 , , am; the contri- 

bution of N(m) E to Lm, 



correct to O(N -2), would be zero if Za.>(m+2). 
1 

Further from the basic properties of simple 
random sampling it is also known that 

al 
pf ... pm is the same for all the per- 

and 
1 2 m 

mutations of (al, a2, am) Hence from 
(17) it follows that the expression for Lm that Then by using the relations 
could contribute to O(N -2) is 

and for any nonnegative integers 0 < m, let 

m 
I = T 

m 
J( E s T 

, m) s=f 

m 
E (n s) Ts-a 

N(m) 
Lm = 

+ n m E(pf2 pf pf 
1 2 3 m 

= (n-a) I(.Z-a, m-a) 

J(f-a, m-a) 

for any a<f <m; 

n 
2 

( ) and 
+ E(p pf Pf .. 

1 2 3 4 1(1+1, m+l )- m) Tm+1 Tf 

Substituting from (12) -(15) we get for m >3, 

Lm= 

+ 

+ {(?)n2-3(3)n+3(4 
(18) 

we get by substituting the value of Ls from 
2 (18) into (20), 

It can be verified that (18) in fact holds for 
m = 0, 1, and 2 also with the convention that 

= 0 if 

Theorem 1: For n> 5, the expression for 1 

correct to O(N -2) is Kn K = ((n-1)1.1 C1- 
n(n n(n- 1)(n +1) Ep3 

n 2 t 3 

1 1 n 2 n(n +1) 3 n(n- 1)(n2- n +2) (Ep2)2 
Kn - (n -1) : 2(n_2): + 3(n-2): 8 

(EP t) 

1 1 2 n(n+1) 3 
Kn (n-1)! 2(n-2): 3(n-2): EPt 

n(n+l)(n-2) (Ep2)2 
8(n-2): t Q. E. D. 

Remark: Direct evaluation of from (8) for 
n 

n = 2, 3, and 4 shows that (19) in fact holds for 
n>2. From (19) we get for n>2 

n(n+1)(n-2) 2 2 
(19) 

Proof: From (8) we get by using the transfor - 
mation s = n -t, 

n 
1 E 

-1 
(n-s) L Kn s 

L 
0 

(n-1) L1 (n-2) L2 

n-1 n-2 G, (20) 
n n n 

n -1 
where G = E (n -s) Let Ts= ns /s , 

s =3 
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correct to O(N -2). 
As the expression for in (10) is not mean- 
ingful to consider for n= 2, we derive the 
approximate expression for m.. assuming 
n>3. Expression (10) can alternatively be 
written as 

= n( f 
1 2 n_2 

n-2 
(22) 

where E' denotes the expectation taken over 



the scheme of selecting (n -2) units from the 
population excluding the i -th and j -th units with 
simple random sampling without replacement. 
Using the results of Lemma 1 with suitable 
modifications we get, from (22), for n> 3, 

n (n-2)(n+1) 
(n-2): 2 pt 1 

+ (n-1)(n-2 - (n-2 )(pf + ) 

3) 
(Pi + 

+(n..2)(n2+2n+3) 3 
3 pt 

(n- 2)(n- 3n+ 4) 
)2 

(23) 

correct to O(N -2). 
Sampford's procedure is a generalization, for 
sample size n >2, of the Durbin's (1967) pro- 
cedure which is for sample size 2. The ex- 
pression for of the Durbin's procedure is 

1 1 

K2pipj + 1-2p. 

Substituting the value of K2 from (21) in the 
above, we get after retaining terms to O(N-4) 
only, 

71. ij = 2pipjC1 
pj )_ 

(24) 

Substituting from (11), (21), and (23) into (9), 
we get for n>3, 

= 

+ )- (n-2 )pipj 

+(n- 3)(p. (n- 3)(Ep)) ] (25) 

correct to O(N -4). 
Observation of (24) shows that (25) is in fact 
true for n>2. 
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3. Comparison of the variances of the cor- 
responding H. T. estimators for the Sampford'E 
procedure and the Goodman and Kish proce- 
dure: The expression for Tr.. of the Goodman 

and Kish proeedure correct to O(N -4), as de- 
rived by Hartley and Rao (1962)(5.15 of p.369) 
can be written in the modified form as 

= 

+ (pi + ) + 2 -3 

2 
(26) 

Theorem 2: Given any unequal probability 
sampling scheme for selecting a sample of 
size n whose and are given by 

= n i 

= 

3 
+12(p. 

+ pj )- 2Ept + an 
pipi 

-(an+ l)(Pi+pj)Ept 

+(an+1)(Ept)2}], 

(27) 

(28) 

correct to O(N -4), where an is some con- 
stant that does not depend on pt's but may 
depend on n, the variance expression correct 
to 0(N0) of the corresponding H. T. esti- 
mator is given by 

2 2 

v(YH. T. ) n 

(n-1) p2z2 
n 1 1 

- (EP. zi)2 , 

Y. 
where z. = Y. 

p 

(29) 

(30) 

Proof: Substituting the values of and 

from (27) and (28) in 

Y. 

v(YH. T. ) 
+ Y2 

J 



simplifying and retaining terms to 0(N0) we 
get the expression in (29). 

Q. E. D. 

From (25) and (26) it can be observed that 
condition (28) of Theorem 2 is satisfied for 
both the procedures of Sampford as well as 
Goodman and Kish, the values of an being 

-(n -2) and 2 respectively. Since condition 
(27) is known to be satisfied for both the pro- 
cedures, we get from (29) that: 
Variance of the H. T. estimator for the 
Sampford's procedure correct to 0(N0) is 

V(YH. T. )Samp 
nCEpizi- (n=1)Epizi] 

(n-1) 
n 1 

2 
+ (n-2) (Epi zi) (31) 

and the variance of the H. T. estimator for the 
Goodman and Kish procedure correct to 0(NO) 
is 

V(YH. T. )G K 
(n ] 

(n-1) z2 

2 
- 2(Ep. zi) ] (32) 

From (31) and (32) it follows that when the 
variance is considered to 0(N1) only, 

V(YH. T. )Samp V(YH. T. )G and K 

= 10Ep.z?-(n-1)Ep?z]; (33) n 

and when the variance is considered to 0(N O), 

V(YH. T. )G K V(YH. T. )Samp 

= (n-1) z)2 > (34) 

Further percentage gain in efficiency of the 
Sampford's procedure over the Goodman and 
Kish procedure is 

(n-1) z,) 
x 100 

V(YH. T. )G K 

(35) 
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E will be an increasing function of the sample 
size since the numerator increases and the 
denominator decreases as the sample size in- 
creases. Thus from (33), (34) and (35) it can 
be concluded that 
Theorem 3: when the variance is considered to 
0(N1), the H. T. estimators corresponding to 
the Sampford's procedure and the Goodman 
and Kish procedure are equally efficient; and 
when the variance is considered to 0(N°), H. T. 
estimator corresponding to the Sampford's 
procedure is always more efficient than the 
H. T. estimator corresponding to the Goodman 
and Kish procedure and the percentage gain in 
efficiency will be larger for larger sample 
sizes. 

Thus, this result is a generalization of the 
result due to Rao (1965) wherein he compared 
the H. T. estimators corresponding to the 
Durbin's procedure and the Goodman and Kish 
procedure for sample size 2. 

4. Numerical Illustration: The data relates to 
that of 35 Scottish farms, considered by 
Sampferd (1962). In order to have an idea as 
to how good the approximate expressions for 

are in a given situation, the are calcu- i 
lated for the above data by using both the exact 
as well as the approximate expressions for 
samples of size 3. The variance also is evalu- 
ated using both the sets of . The set of 

probabilities (j = 2, 3, ... , 35) are shown 
j 

along with the approximate (j = 2, 3, ..., 35) 
j 

in Table 1. Variance calculated using the 
exact is V(Î') = 68319, whereas the vari- 
ance calculated using the approximate is 
V(Y) = 68341, which suggests that in many 
practical situations the approximate expres- 
sions for given in (25) will serve the pur- 
pose quite adequately. In Table 2 are present- 
ed the variances computed to various orders 
for both the procedures of Sampford as well as 
Goodman and Kish when samples of size 4 are 
considered. The value computed to 0(N2) rep- 
resents the true variance of the customary es- 
timator in the varying probability with replace- 
ment procedure. Values of the successive ap- 
proximations suggest that the convergence is 
quite satisfactory even though the population 
size, N=35, is much smaller than the sizes 
usually encountered in practice. For larger 
sample sizes, the relative difference between 
the two variances correct to 0(N0) is however 
expected to be much higher than it is in this 
case. 
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Table 1. 
Exact j' s and the approximate of the 

Sampford's procedure with n 3 . 

simple schemes of 
mpling without re- 

the Indian Statistical 

introduction to sam- 
Oliver and Boyd, 

sampling without re- 
probabilities of 
54: 499 -513. 

Unit 
No. j 

Exact Approximate Unit 
No. j 

Exact Approximate 

lj 
.000439 .000439 19 .001249 .001250 

3 .000456 .000457 20 .001249 .001250 
4 .000510 .000510 21 .001396 .001397 
5 .000527 .000528 22 .001396 .001397 
6 .000527 .000528 23 .001712 .001713 
7 .000545 .000546 24 .001787 .001788 
8 .000572 .000572 25 .001891 .001891 
9 .000572 .000572 26 .002185 .002185 

10 .000599 .000599 27 .002512 .002512 
11 .000625 .000626 28 .002765 .002765 
12 .000652 .000653 29 .002794 .002794 
13 .000688 .000688 30 .002873 .002873 
14 .000796 .000796 31 .003001 .003001 
15 .000804 .000805 32 .003061 .003060 
16 .000813 .000814 33 .003321 .003319 
17 .000850 .000850 34 .003870 .003866 
18 .000976 .000977 35 .004077 .004072 

Table 2. 
Approximations to V(Y ) H. T. 

Order of 
approximation 

0(N2) 

0(N1) 

0(N°) 

Sampford's procedure Goodman and Kish procedure 

55852 

49321 

48952 

55852 

49321 

48979 
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EMPIRICAL DISTRIBUTIONS OF BALANCED HALF -SAMPLE REPLICATION 
VARIANCE ESTIMATOR AND LINEARIZATION VARIANCE ESTIMATOR 

Judy A. Bean, University of Iowa 

1. Introduction 
The majority of sample surveys of any magni- 

tude are complex multi -stage probability surveys. 
This type of survey may include 1) unequal proba- 
bilities of selection of the different sampling 
units in the population; 2) stratification of the 
units; 3) two or more stages of clustering; and 
4) nonlinear estimation. The use of these com- 
plex surveys creates problems that cannot be 
solved by classical statistical theory. One of 
the problems is the estimation of the variance of 
the parameter estimator. 

The solution three of the major survey organ- 
izations, the United States Bureau of the Census, 
the National Center for Health Statistics and 
Survey Research Center, University of Michigan, 
use is to calculate variance estimates from the 
sample data by one of the following general var- 
iance estimators: 1) balanced half -sample re- 
plication method; 2) linearization method; and 3) 

jackknife method. Because the mathematics is in- 
tractible, the properties of the estimators have 
not been derived. 

Recently, Bean (1, 2) and Frankel (3) have 
investigated the estimators by Monte Carlo sampl- 
ing from a completely specified universe. Simu- 
lation studies from an empirical distribution 
permit comparison of the methods under conditions 
of known population values, complete response 
from the sampling units, and no observational er- 
rors. In the present study, the empirical behav- 
ior of the balanced half -sample replication var- 
iance estimator and the linearization variance 
estimator was examined in terms of their histo- 
grams generated from Monte Carlo sampling of em- 
pirical data. 

2. Methodology 
2.1 Balanced Half -Sample Replication Method and 

Linearization Method. 
Before describing the sample design of this 

study, the main features of the two variance es- 
timators will be outlined. 

Suppose we have a population of individuals 
grouped in clusters of households which are them- 
selves grouped into larger clusters called pri- 
mary sampling units ( PSU's); then these PSU's are 
classified into L strata. Consider a survey 
whose design is two primary sampling units se- 
lected from each of the L strata with subsampling 
within each of the chosen PSU's. An estimate X' 
of the population parameter is computed from the 

where ibthe sample estimate for the 
itn PSU in the stratum. 

To obtain an estimate of variance for X' by 
the replication procedure, a half -sample is cre- 
ated by randomly selecting one of the two PSU's 
from each of the L strata. Another estimate, 
X' , of the same population parameter is then 
made, utilizing only the data from the one half - 
sample. The quantity (X'4-X')2 is an estimate of 
variance of X'; however, this variance estimate 
has itself a high variance. To produce a less 
variable variance estimator, k such half -samples 
are drawn with the mean of the squared differ- 
ences being the variance estimate. 
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= - X')2 

The linearization method is derived from the 
theorem by Keyfitz (4) which states that the var- 
iance of a sum of two independent estimates of a 
parameter equals the expected value of the square 
of the difference between them. This theorem can 
be extended to estimates produced when the design 
is two PSU's selected from each of the L strata, 
assuming selections among the strata are indepen- 
dent. The method consists of estimating the 
stratum totals and then linearly combining them 
to yield an estimate of variance. 

L 
X' = 

(X'hl + X'h2) 
h =1 

L 
2 

E 

2 

h2) 
X' 

2.2 Universe. 
The universe for the study consisted of mor- 

bidity data collected by the United States Health 
Survey (HIS) in 131,575 civilian noninstitutional 
individuals. A description of the survey has 
been published by the National Center for Health 
Statistics (6). 

The sample design in HIS is a stratified two 
stage cluster sample with the first stage units 
(PSU's) being counties of the United States and 
the second units (ultimate sampling units) being 
clusters of 6 households within the counties. 
The 357 original PSU's in HIS were regrouped to 
form 148 PSU's; the ultimate sampling units con- 
taining less than 3 individuals were combined 
with similar units. 
2.3 Sample Design. 

The design used included unequal probabili- 
ties of selection, stratification and clustering. 
The 149 PSU's were classified into 19 strata, 
eight containing only one primary sampling unit. 
The first stage of sampling consisted of the in- 
dependent selection of two PSU's drawn with re- 
placement from eleven strata with probability 
proportional to size. The other eight strata 
entered the sample with a probability of one. In 

the second stage of sampling, the ultimate sampl- 
ing units in selected PSU's were randomly sub - 
sampled with replacement. 

In order to observe the behavior of the var- 
iance estimates for different sample sizes, three 

sample sizes were used (smaller = design I, 
intermediate = design II, largest design III). 
Since the design called for the selection of two 
primary sampling units from 11 of the strata with 
the remaining 8 strata automatically being in the 
sample, the subsampling rate applied within each 
PSU was varied to achieve the different sample 
sizes. For each design 900 samples were indepen- 
dently drawn with a total of 2700 samples being 
selected. 
2.4 Variables and Estimators. 

In order to study the behavior of the var- 
iance estimates for different distributions, the 
following variables were selected: 1) family 



income; 2) number of restricted activity days; 3) 

number of physician and dental visits; 4) number 
of days spent in short -stay hospitals; and 5) 
whether or not the person has seen a physician 
within a 12 -month period. The average of vari- 
ables 1 through 4 above per person per year were 
estimated as was the proportion of the population 
seeing a physician. 

For each one of the 2700 samples drawn, a 
ratio post- stratified estimate of each of the five 
characteristics was computed. The post- stratifi- 
cation was performed for 24 ethnic -sex -age class- 
es (white and non - white, male and female, ages 0- 
4, 5 -14, 15 -24, 25 -44, 45 -64 and 65 +). 

where 

A x' 

al y'a Ya 
- 

R' = the final post- stratified ratio esti- 
mate of the xth characteristic, 
the simple inflated estimate of the xth 
characteristic for the ath ethnic -sex- 
age class, 

y' = the simple inflated estimate of the pop - 
a ulation in the ath ethnic -sex -age class, 

and 
y = the known population in the ath ethnic- 

sex -age class. 
2.5 Estimators for the Variance of a Ratio Sample 

Statistic. 
a. Replication Method. There are three dif- 

ferent ways of estimating the variance of a 
statistic by using the balanced half -sample re- 
plication method; these are described in 
McCarthy (5). Variances were computed by all 
three versiops but since one of them is the aver- 
age of the other two, only it will be discussed. 
The variance estimator is 

k (R' - R')2 k (R* - R')2 
(32(v) 

E + k 
j 

where 
k the number of half -samples, 

R' - the final post -stratified ratio estimate, 
R'4 the post- stratified ratio estimate se- 

j cured from the jth half -sample, 
and 

R* the post- stratified ratio estimate se- 
cured from the complement half -sample 
(the PSU's not in the half -sample). 

The full orthogonal balance pattern was 
used to select the PSU's that form the repeated 
half and complement half -samples. The pattern is 
presented in Bean (2). For each R' computed, an 
estimate of valiance was calculated using the 
above equation. 

b. Linearization Method. 
The estimator R' can be written as 

ah1 
+ 

x'ah2) 

E (,ahl Yah2) 
a 

R' h=1 
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where 
= the inflated estimate of the 

th 

ahi 
characteristic for class a of the 
i PSU in the ht stratum. 

and 
y' the inflated estimate of the popula- 

ahi 
taon in class a of the PSU in 
the hth stratum. 

Then the linearization variance estimator of R' 
is 

E 

a=1 
2 

where A x' 
a 

a al' y'a Ya 

For each of the 8 stratum consisting of only 
one PSU, two pseudo -PSU's were created from the 
sampled segments. The details are given in Bean 
(2). Again for each R' estimate, a variance es- 
timate was produced from the above equation. 

3. Summary of Empirical Work 
Because of the volume of the primary esti- 

mates and variance estimates generated, only the 
results for the largest sample size, design III, 
are presented. In Table 1 can be seen the av- 
erage of the 900 statistics calculated along 
with the mean variance estimate of the replica- 
tion method and of the linearization method. The 
two means are very similar for all the variables 
studied. 

Tables 2 and 3 present the frequency and the 
cumulative percent for the variables restricted 
activity days and proportion seeing a physician. 
The results are nearly the same. 

Figures 1 through 5 show the histograms of 
the variance estimates produced by the two tech- 
niques.. As can be seen, the distributions are 
very much alike between methods. Notice the dis- 
tributions are skewed with bunching below the 
mean and a tail above; this skewness decreased as 
the sample size increased. Bean (2) compared the 
estimates in terms of their means, sampling 
variances and biases. Each estimator has a small 
bias. 

Because the balanced half -sample replication 
method and the linearization method provide 
similar results, either may be used to calculate 
variance estimates for data gathered in a complex 
multistage probability sample survey. The 

validity of applying either variance estimator 
method to this type of survey has been reported 
on in detail elsewhere [Bean (1,2) and Frankel(3)]. 
The studies showed that the variance estimates 
produced by the methods are satisfactory. 
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TABLE 1. A summary of the values obtained by repeated 
sampling for Design III. 

Value 
Family 
Income 

Restricted 
Activity 
Days 

Physician 
and Dental 
Visits 

Short-Stay 
Hospital 
Days 

Proportion 
Seeing 
Physician 

Average 
Sample 

Estimate - R' 8392.80 14.6595 . 4.6548 1.0597 0.6840 

Average 
Variance 
Estimate 7.084 8.3010 
.. Replication 26554.80 0.9266 0.0178 10-" 10 -5 

Average 
Variance 
Estimate 6.7389 8.1135 

Linearisation 26174.70 0.8915 0.0175 x 10- x 10 

TABLE 2. The frequency and cumulative per cent of 900 variance estimates 
as calculated by the balanced half -sample replication variance 
estimator and by the linearization variance estimator for the 
variable average number of restricted activity days per parson 
per year for Design III. 

Variance 
Estimate 

Replication 
Cumulative 

Frequency Per Cent 

Linearization 
Cumulative 

Frequency Per Cent 

0.00 -0.20 0 0.00 0 0.00 
0.21 -0.40 37 4.11 48 5.33 
0.41 -0.60 131 18.67 136 20.44 
0.61 -0.80 225 43.67 225 45.44 
0.80 -1.00 190 64.79 207 68.44 
1.01 -1.20 141 80.44 131 83.00 
1.21 -1.40 80 89.33 64 90.11 
1.41 -1.60 46 94.44 52 95.89 
1.61 -1.80 26 97.33 98.11 
1.81 -2.00 14 98.89 10 99.22 
2.01 -2.20 6 99.56 4 99.67 
2.21 -2.40 1 99.67 1 99.78 
2.41 -2.60 2 99.89 1 99.89 
2.61 -2.80 0 99.89 0 99.89 
2.81 -3.00 1 100.00 1 100.00 
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TABLE 3. The frequency and cumulative per cent of 900 variance estimates 

as calculated by the balanced half -sample replication variance 

estimator and by the linearization variance estimator for the 
variable proportion seeing a physician within the last 12 months 
for Design III. 

Variance 
Estimate 

( var. times x10 -4) 

Replication 
Cumulative 

Frequency Per Cent 

Linearization 
Cumulative 

Frequency Per Cent 

0.00 -0.10 0 0.00 0 0.00 
0.11 -0.20 1 0.11 2 0.22 
0.21 -0.30 9 1.11 10 1.33 
0.31 -0.40 35 5.00 43 6.11 
0.41 -0.50 75 13.33 79 14.89 
0.51 -0.60 110 25.56 114 27.56 
0.61 -0.70 141 41.22 147 43.89 
0.71 -0.80 123 54.89 124 57.67 
0.81 -0.90 99 65.89 93 68.00 
0.91 -1.00 69 73.56 69 75.67 
1.01 -1.10 73 81.67 53 81.56 
1.11 -1.20 42 86.33 50 87.11 
1.21 -1.30 33 90.00 37 91.22 
1.31 -1.40 39 94.33 31 94.67 
1.41 -1.50 13 95.78 15 96.33 
1.51 -1.60 11 97.00 8 97.22 
1.61 -1.70 8 97.89 6 97.89 
1.71 -1.80 7 98.67 9 98.89 
1.11 -1.90 4 99.11 4 99.33 
1.91 -2.00 7 99.89 2 99.56 
2.01 -2.10 1 100.00 2 99.78 
2.11 -2.20 0 100.00 2 100.00 
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MAXIMIZING ADDITIVITY OF SCALE VALUES 

Purnell H. Benson, Rutgers University Graduate School of Business 

In research to optimize product acceptabi- 
lity from the standpoint of consumer satisfac- 
tion, it is sometimes necessary for the measure- 
ments of preference to possess the property of 
additivity. The additivity is a necessary con- 
dition of optimization analysis if preferences 
for articles are separately measured under dif- 
ferent conditions and the summation of these 
preferences maximized. 

The problem of additivity of scale values 
is illustrated by figure 1. In this diagram 
OA, OB, OC and OD represent measurements of the 
degree of consumer desire for stimuli A, B, C 

and D which we will say are apples, bananas, 
cherries and dates. In the situation where the 
consumer is indifferent to whether he has apples 
and bananas, or has cherries, assuming these 
articles are independently consumed, measurement 
of desire for cherries should equal the sum of 
the measurements of desires for apples and for 
bananas. That is, OC should equal OA plus OB. 
In the diagram it is apparent that this rela- 

tionship does not hold, since OC is smaller in 
length than the sum of the distances OA plus OB. 
Similarly, if the consumer is indifferent to 

whether he has bananas and cherries or has 
dates, OB plus OC should equal OD. 

However, a transformation of the form S' 

(S) which shifts the origin and alters the re- 

lationships of proportionality among the scale 
values,represented by the curve, changes the 
scale values into O'A', O'B', O'C' and O'D' for 
which the relationship of additivity does hold 
for the relationships of indifference specified. 
A scale form for whose values the relationship 
of additivity holds reflects the natural way in 
the personality system of the consumer whereby 
separate desires combine to determine choice. 

Correction of Relationships of Proportionality 
Among Scale Values 

L. L. Thurstone and L. V. Jones [2] have 
published a procedure for achieving additivity 
which they use to correct scale values for the 
zero point of the scale. In their procedure 
they use stretching factors expected from the 
error variance in comparing single -single, sin- 
gle- double or double -double stimuli. The zero 
point is then taken so as to minimize errors in 
applying the relationship of addition to stimuli 
scaled separately and in doublets. 

In the diagram origin 0" is located so as 
to minimize errors in applying the relationships 
of addition 0 "A + 0 "B = 0 "C and 0 "B + 0 "C 0 "D 

when the same interval 00" is subtracted from 
all of the scale values. It is apparent from 
the diagram that this is not the full correction 
which is possible. From an algebraic standpoint 
it is a correction only for the first term in a 
series of powers to define new scale values S' 

from the initial scale values S in order to 

minimize errors in applying the relationship of 
addition to stimuli for which desires are equi- 
valent. Beyond correcting for the zero point 
and using three stretching factors for adjusting 
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deviates from comparing single -single, single - 
double and double -double stimuli, a functional 
transformation can be applied to improve additi- 
vity of scale values further. 

We seek a transformation of scale values S 

into new scale values S' which maximize their 
additivity, that is, which minimize the error 
variance in applying the relationship of additi- 
vity. The expression to be minimized is 

[S. ' - (Si' +Sj')] 
2 (1) 

[ E /(m+n)] /(m+n) 

The numerator represents the error variance in 
applying the relationship of addition to the m 
pairs of scale values Si' and S4' for single 
stimuli in order to equal scalejvalues S44' for 
double stimuli. This is divided by the sale 
variance of the n scale values for single 
stimuli and the scale values for double stimu- 
li. The denominator is needed in order to con- 
sider error variance in relation to the numeri- 
cal spread in the scale values to which the re- 
lationship of addition is applied. An alterna- 
tive procedure is to minimize the numerator sub- 
ject to the constraint that the denominator is 
constant. 

We seek constants in a functional transfor- 
mation S' = 0 (S) which will minimize expression 
(1). The scale values to be transformed are the 
original unweighted paired comparison scale 
values before applying stretching factors to the 

deviates. A more highly desired single stimulus 
with multiple uses is to be given the same 
mathematical treatment as a multiple stimulus. 
In either case the size of the discriminal error 
in making comparisons of stimuli would be simi- 
larly affected, and a single functional trans- 
formation without use of stretching factors 
seems sufficient. 

Maximizing Additivity of Scale Values From the 
Thurstone -Jones Data 

A linear -cubic function was selected for 
accomplishing the transformation of initial 
scale values into ones which are additive, the 

function having the following form. 

S' = (S + a) + b (S + a) 
3 

. (2) 

More than two power terms were not introduced 
into the analysis since there is question of 
whether the data are adequate for more detailed 
treatment. A cubic, rather than a squared, term 
was used since this produced a symmetric trans- 
formation for positive or negative scale values. 
The way in which the constant a is employed 
gives a mathematically meaningful adjustment for 
the zero point in the initial scale values dis- 
tinct from altering the proportional relation- 
ships of scale values to each other. An 
additional constant would be required as coeffi- 



TABLE 1 

TRANSFORMATIONS OF PAIRED COMPARISON SCALE VALUES FROM THURSTONE -JONES DATA 

Stimulus 

Treatment of Scale Values 

(I) 

No 
corrections 
applied to 
scale 
values 

(II) 

Corrected 
for 

zero point, 

normal deviates 
unweighted 

(III) 

Corrected 
by weighting 

normal deviates 
and altering 
zero point 

(IV) 

Scale Values 
transformed 

to 

maximize 
additivity 

A. Briefcase -1.04 .30 .62 .69 

B. Dictionary -1.06 .28 .61 .66 

C. Record Player .39 1.73 2.81 2.97 

D. Desk lamp - .63 .71 1.26 1.19 

E. Pen & pencil set - .34 1.00 1.68 1.60 

A. & B. - .42 .92 1.48 1.48 

A. & C. .76 2.10 3.72 3.89 

A. & D. - .14 1.20 2.02 1.92 

A. & E. .06 1.40 2.40 2.28 

B. & C. .73 2.07 3.65 3.81 

B. & D. - .27 1.07 1.76 1.71 

B. & E. - .09 1.25 2.12 2.01 

C. & D. .94 2.28 4.07 4.41 

C. & E. .93 2.27 4.10 4.38 

D. & E .18 1.52 2.63 2.52 
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TABLE 2 

PRECISION OF TRANSFORMATIONS OF PAIRED COMPARISON SCALE VALUES 

Statistical 
measure 

Treatment of Scale Values 

(I) 

No 

corrections 
applied to 

scale 
values 

(II) 

Corrected 
for 

zero point, 

normal deviates 
unweighted 

(III) 

Corrected 
by weighting 

normal deviates 
and altering 
zero point 

(IV) 

Scale Values 
transformed 

to 

maximize 
additivity 

Standard error in 
adding scale values, 

SE[Sij -(Si + ] 1.357 .212 .228 .191 

Standard error of 
scale values, 
SE(S) .783 .123 .132 .110 

Standard deviation 
of scale values, 
SD(S) .635 .635 1.120 1.217 

Precision of scale 
values, 
SE(S) 

/ 
SD 1.23 .19 .12 .09 

D' 

C' 

A' 

o' 

FIGURE 1 

o 
s 

A B 

232 

C 



cient for the linear, as well as the cubic, 
term if the procedure were followed of mini- 
mizing the numerator of (1) under the constraint 
of constant variance in the scale values. This 
alternative procedure increases somewhat the 
complexity of the non -linear system of equations 
to be solved. 

Substituting (2) in (1) and minimizing 
with respect to a and b gives the two statio- 
nary equations whose solution defines a and b. 

The original unweighted paired comparison 
scale values, not given by Thurstone and Jones, 
were computed from the unweighted normal de- 
viates in their table 2 [2, p. 464]. These 
scale values, recorded in column I of table 1 
of the present paper, were adjusted before fur - 
theranalysis by starting the lowest value at 0 
to simplify computation of powers of values. 
From these adjusted scale values were computed 
a long series of terms up to the 6th power re- 

quired for solving the stationery equations. 
The details of the algebra are not reproduced 
here. A simpler route of calculation may be 
feasible than that which was followed here. 
After substituting these figures in the two 
partial derivative equations, the solution of 
the equations was obtained uniquely yield- 
ing a .64 and b = .096. Since the initial 
values in column -I of the table were increased 
by 1.06 before computation of the transforma- 
tion, the value for a applied to these values 
becomes 1.70. 

Relative Precision of Scale Forms 

Table 1 records several sets of scale 
values computed from the Thurstone -Jones data 
by alternative procedures. These scale forms 
show the effect of successive types of correc- 
tion. Column I shows paired comparison values 
computed from unweighted normal deviates. 
Column II shows these same values together. 
Column III records scale values computed by 
Thurstone and Jones after weighting normal de- 
viates with three stretching factors and adjust- 
ing for the natural zero point. The normal 
deviates were weighted by them to allow for the 
expected increase in the discriminal dispersion 
in comparing multiple stimuli. In column IV 

are scale values computed from the unweighted 
values in column I by the transformation 

S' (S + 1.70) + .096(S + 1.70)3 . (5) 

Table 2 gives the standard errors resulting 
in adding values, the standard errors estimated 
for the values themselves, the standard devia- 
tions of values, and the relative precisions of 
the sets of scale values in table 1. The error 

variance in applying the relationship of addi- 
tion to scale values is equal to the sum of the 
variances of the errors of the three values in 
the relationship of addition. The standard 
error of individual scale values is then ob- 

tained by dividing the standard error in adding 
values by y3. The precision of the scale can 
then be defined as the ratio of the standard 
error of scale values divided by the standard 
deviation of the scale values. 
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As evidenced by their additivity, the pre- 
cisions of the four scales listed in table 2 
are 1.23, .19, .12, and .09. The unweighted 
scale values unadjusted for a natural zero 
point afford the poorest values for satisfying 
the criterion of additivity. Scale values ad- 
justed for their natural zero point by the 
addition -of- stimuli -procedure of Thurstone and 
Jones but without adjustment by stretching fac- 
tors show marked improvement in precision. The 
precision is sharpened by use of stretching 
factors. 

The improvement in precision is greater if 
scale values are transformed to maximize addi- 
tivity. The F level for addition of the cubic 
term is 4.91. With 7 and 1 degrees of freedom, 
this falls between a 10% level of significance, 
3.59, and a 5% level of significance, 5.59. 

Further Comments 

A theoretical point at issue is whether a 
scale metric based upon the standard deviation 
of the discriminal dispersion is sufficient to 
schieve additivity of scale values after cor- 
rection for the natural zero point and adjust- 
ments for comparing single -single, single - 
double and double -double stimuli have been made. 
The analysis given here indicates that improved 
correction is obtained by a continuous functio- 
nal transformation to maximize additivity. 

The conclusion that the raw discriminal 
dispersion does not produce scale values whose 
proportionality after zero point correction 
assures additivity of scale values is not unex- 
pected. In scaling sensory intensities rather 
than intensities of desire, the addition of 
scale values does not conform to the addition of 
physical stimulus intensities together. Instead, 
equal increments in physical stimulus produce 
diminishing increments in the sensory stimulus 
experienced. 

Consideration of consumer purchasing indi- 
cates a similar result. The standard error in 
choosing between two similar articles worth $101 
and $102 is much larger than in choosing between 
articles worth $1 and $2 to the individual judge. 
A previous paper by the author and 
John H. Platten, Jr., indicated that scale 
values based upon the discriminal dispersion of 
preference judgments require a Fechner -type cor- 
rection in order for the relationship of 
additivity to be satisfied [1]. 
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TRANSFORMING CATEGORY SCALE DATA TO EQUAL INTERVALS FOR A HEALTH INDEX1 

W.R. Blischke, University of Southern California 
J.W. Bush and R.M. Kaplan, University of California, San Diego 

The persistent need for a comprehensive social in- 

dicator of health for planning and evaluation has 

led health services researchers, despite the well - 
known difficulties [Sullivan 1966; Torrance 1973], 
to again attack the problems of creating a health 
status index [Berg 1973; Goldsmith 1973]]. Bush 
and his colleagues have undertaken a series of 
studies to define the problems more precisely 
and to propose approaches that avoid some of the 
earlier criticisms [Fanshel and Bush 1970; Bush 

et al., 1972; Patrick et al., 1973a, b; Berry and 
Bush 1974; Chen, et al. 1975]. The present pro- 
posal resolves another problem in index construc- 
tion- -the creation of an equal interval measure 
of social preference for states and levels of 
function. Before presenting the problem in detail, 
however, the next section will outline the general 
conceptual framework for defining health status. 

THE HEALTH INDEX 

The social construct "health" is composed of two 
distinct components: Level of Well -being and prog- 
nosis. Level of Well -being refers to the measured 
social preference or weight assigned to a person's 
level of functioning at some point in time. Prog- 

noses are the probabilities of transition to other 
levels of functioning at subsequent times. Treat- 
ing these components as analytically distinct sep- 
arates two frequently confused aspects of health 
status and permits the separate measurement and 
quantitative expression of the two variables. 

Prognoses or transitional probabilities are mat- 
ters for empirical determination in follow -up 
studies of different patient and population groups. 
Thus, no precise statement of health status can 
be made for an individual or a group without know- 
ledge of the expected transitions among the func- 
tion levels over time. Since function level and 
prognoses vary independently for different indi- 
viduals and populations, we shall reserve the term 
"health" for some joint or composite expression of 
current Level of Well -being and prognosis. 

The present report concerns the value dimension 
of health --the preference or Level of Well -being 
that society assigns to levels of function on a 
continuum from death (0.0) to optimum function 
(1.0). When these values have been measured, 
health status can be expressed statistically as 
the expected value (product) of the preferences 
associated with the levels of function and the 
probabilities of transition among the levels over 
a defined standard life [Bush, et al. 1972; Chen, 
et al. 1975], as follows: 

where j 

30 

is the index for the function levels 

[j = 1, 2, ., 30], 
Q is the quality- adjusted or weighted 

life expectancy, 
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W. are the function weights or measured 
social preferences associated with each 
function level, and 

Y. are the expected durations in each func- 
tion level computed from the transition 
probabilities [Bush, et al. 1971]. 

Measuring both prognoses and preferences requires 

operational definitions of the function levels 
[Patrick, et al. 1973a]. Abstracts of several 

hundred medical case descriptions revealed the 
spectrum of disturbances that diseases and dis- 

abilities can cause in role performance. Several 

well -known survey instruments provide items that 

span the range of disturbances in function status. 

Three ordinal rankings -- Mobility, Physical Activ- 
ity and Social Activity -- organize the items into 

mutually exclusive and collectively exhaustive 
scales. Omitting the rare or impossible, at 

least 30 combinations of the scale steps exist 
that can be referred to as Function Levels [Table 

3]. Available survey instruments will classify 
individuals into one and only one of the Function 

Levels [Bush, et al. 1974]. 

An independent set of 42 symptom /problem complexes 
comprise the specific disturbances that cause 

dysfunction. To compute the Levels of Well -being 
for the index, human judges must rate a series of 

cases each comprised of a function level plus a 

symptom /problem complex. Because subjects must 
rate a large number of cases to adequately sample 
the function status domain, a simple and efficient 
method is necessary for laboratory and survey re- 

search. Previous research indicated that category 
rating, a partition method in which subjective 
differences between stimuli are assessed via a 
numbered category, is more reliable and gives 
values equivalent to methods that generate ratio 
scales and imply social choice [Patrick, et al. 
1973b; Kaplan and Bush 1974]. Health index con- 
struction requires that a large number of case 
descriptions be rated by a method that is simple 
enough for household interview surveys. Thus, 
complex or time -consuming methods such as Von 
Neumann -Morgenstern or paired comparisons are im- 
practical for field use. 

Patrick, Bush and Chen [1973a] describe in detail 

the experiment that provided the data set for the 
present analysis. Thirty -one panelists rated each 
of 400 case descriptions (items), selected randomly 
to represent the function status domain, on a 

fifteen -point category scale. Each standardized 

case description included an age group, three 

scale steps composing a function level, and one of 
42 symptom /problem complexes. A total of 12,000 
observations were available for analysis. 

THE MEASUREMENT PROBLEM 

Although unnecessary for most statistical hypoth- 
esis testing, even exponents of "weak" measurement 
models agree that estimating "true" scale loca- 
tions and computing expected values requires 
measurements with interval properties [Baker, 



et al. 1966]. Although a significant body of 
literature contends that complex case descriptions 
can be rated on interval scales [Anderson 1974; 
Stone 1970], Stevens and others have argued 
strongly that category data do not possess metric 
(interval) properties [1966]. Since category 
scaling is so useful in the field, more extensive 
tests and procedures to transform the data to 
assure equal intervals became desirable. 

Thurstone originally developed the method of suc- 
cessive intervals to obtain interval measures 
from ordered category data. Based on many of the 
same assumptions as paired comparisons, succes- 
sive intervals can be considered an extension of 
Fechner's method of constant stimuli. Among the 
existing computational procedures, the most com- 
mon are graphical [Jones and Thurstone 1955], 
least squares [Gulliksen 1954; Tucker 1964], and 
maximum likelihood estimation [Schonemann and 
Tucker 1967; Ramsey 1973]. Maximum likelihood is 
the most efficient procedure for estimating the 
item parameters and the interval widths, but the 
equations are highly nonlinear and numerical 
techniques are required for their solution. There- 
fore we used Edwards' least squares method [1956]. 
The method that we propose for estimating the 
widths of the end intervals and for data trans- 
formation apply no matter how the interval widths 
are estimated. 

ASSUMPTIONS OF SUCCESSIVE INTERVALS 

If N items are to be scored on an integer scale 
from 1 to n, the method of successive intervals 
assumes 1) that an unknown and unobservable psy- 
chological continuum underlies each subject's 
scoring, 2) that the underlying continuous random 
process that determines a score for say, the ith 
item scored by a particular subject, follows a 

normal probability distribution with mean pi and 

variance 3) that the recorded score is the 

nearest integer to the score -value resulting from 
the continuous process, with category 1 repre- 
senting any number less than 1.5, category 2 any 
number in the interval (1.5, 2.5), ... and cate- 
gory n any number in the interval (n -.5, and 
4) that the normal distribution with parameters 

and determines the probabilities assigned 

to the intervals ( 1.5), (1.5, 2.5), and so on. 

Subsequently we shall modify the implicit assump- 
tion that both the end intervals are conceptually 
infinite, effectively replacing the normal by a 
truncated distribution. Comparing and aggre- 
gating items to compute function level values 
requires estimating pi (the "scale value ") for 

each item. The new procedure given below adjusts 
for inequality in the intervals before it esti- 
mates the When When items have values near the 

scale extremes, successive intervals assigns sub- 
stantial probability to the region beyond the end 
of the measurement scale. 

Constriction of the scale skews the distribution 
of observed integer scores. This curtailing of 
the distribution of stimuli near either extreme 
is a well -known property of category scales 
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[Torgerson 1958; p. 74]. At the upper extreme, 
for example, we would expect to observe mostly 
scores of n with some (n -1)'s and perhaps a few 
(n -2)'s. This skewness occurs even though the 
underlying preference continuum is normal. 

ESTIMATING WIDTHS OF INTERIOR INTERVALS 

Since normality assumes infinitely wide end cate- 
gories, all successive interval methods provide 
width estimates for interior intervals only, that 
is, for the intervals (1.5, 2.5), (2.5, 3.5), ..., 

(n -1.5, n -.5), but not for the intervals ( 1.5) 

and (n -.5, .). The basic data used for estimating 
are the proportion of responses (about 30 in this 
study) that are l's, 2's, n's for each of the 
N items. 

We shall denote these proportions where i 

identifies the item and j the response category or 
score. Each such proportion is an estimate of the 
probability assigned to score j by the normal dis- 
tribution associated with item i. This probabil- 
ity depends upon pi and ai, the parameters of the 

normal distribution associated with the ith item. 
Thus, if the parameters for each item are known, 
the widths of the intervals can be calculated in 
units of the ai. For example, about 2/3 of the 

observations should be within of and so 
forth. 

By standardizing the normal distribution associ- 
ated with each item, successive intervals esti- 
mates the interval widths without explicitly esti- 
mating the pi and ai. A table of the cumulative 

standard normal distribution gives the standard 
normal deviate, corresponding to each cumu- 

lative sum, P. = z The difference between 
a 

successive zij's is then an estimate, in standard 

units, of the width, of the jth category for 

the ith item. The overall estimate of this inter- 
val width is then calculated as an average across 
all items of the namely 

N 

wij' 
1 =1 

The procedure omits all Pij's less than .02 or 

greater than .98 since the proportions in the 
tails are poorly estimated and slight sample fluc- 
tuations can disproportionately influence the 
final result. The zij's are recorded only for the 

remaining Pij's and the final results are means of 

the corresponding remaining wij's. The number of 

estimates for the final computation depends on the 

number of non -zero wij's. As noted above, the 

procedure estimates only the n -2 interior category 

widths, 2, 3, ..., n -1, that is, the intervals 

from 1.5 to 2.5, 2.5 to 3.5, and so forth. 

To estimate the category widths in the Health 

Index study, computations are required for j = 1, 



..., 15 and i = 1, ..., 400, all with roughly 

equal variances. As examples the for five 

illustrative items were caluclated and these 
values are displayed in Table 1A. In the anal- 
ysis the end Pij's are dropped and the interval 

width estimates (wij) are calculated as differ- 

ences between successive zij's. Since the normal 

distribution sets to infinity, only 14zij's 

exist for each i. Thus only 13 differences, wig, 

are available to estimate n -2 = 13 interval 
widths. An average over all nonzero (of 

the total N = 400) produces the estimate of cate- 
gory widths. The number of nonzero wij's and the 

estimates for the thirteen intervals are given in 
Table 1B. As expected, the interval widths are 
quite similar in the middle of the scale but in- 
crease toward both ends [Guilford 1954; Torgerson 
1958]. 

rejecting equality. 

We do not compare this F with a tabulated value 
because of lack of independence, which invalidates 
even non -parametric procedures. Since lack of in- 

dependence effectively reduces the degrees of 
freedom for experimental error, it is sometimes 
possible, depending on the correlation structure, 
to adjust degrees of freedom downward. That 
analysis did not seem necessary since the observed 
F would be significant under nearly any such re- 
auction. Even if reduced by a factor of five, 
for example, the F would be 6.93 with 12 and 614 
degrees of freedom. The tabulated value with 12 

and 120 degrees of freedom, at the .0005 level is 

3.22. We shall proceed under the assumption that 

the interval widths are unequal. 

ESTIMATING THE WIDTHS OF END INTERVALS 

The most popular procedure for estimating scale 
values from category data is to multiply the rank 

TABLE 1: COMPUTATION OF MEAN CATEGORY WIDTHS USING SUCCESSIVE INTERVALS 
ANALYSIS, SHOWING FIVE EXAMPLES 

Item (i) 

1 

2 

3 

4 

5 

Number of Non- 
zero 's 

Estimated Width 
(in Z units) 

1 2 3 4 

CATEGORY (INTERVAL) NUMBER (j) 
5 6 7 8 9 10 11 12 13 14 15 

A. Interval Width Estimates (wij) 

.000 .000 .000 .000 .000 .000 .000 .000 .331 .000 .387 .671 1.021 

.000 .000 .000 .331 .218 .311 .340 .189 .088 .332 .412 .088 1.389 

.000 .000 .000 .331 .000 .529 .237 .200 .180 .251 .243 .631 .548 

.000 .000 .549 .000 .311 .437 .180 .251 .081 .162 .251 .493 .654 

.759 .000 .169 .218 .000 .000 .000 .000 .000 .000 .000 .000 .000 

B. Mean Estimates of Interior Category Widths (400 Items) 

59 130 233 286 323 344 356 349 334 293 204 126 44 

.582 .492 .413 .436 .392 .379 .384 .353 .367 .409 .433 .521 .858 

TESTING FOR EQUALITY OF INTERVAL WIDTHS 

Since each wij serves as an estimate of an in- 

terval width, these values are used to form a 
simple F -test, based on a within -and -among groups 
analysis of variance, with the hypothesis that 
average interval widths are equal. Although the 
analysis could be formulated as a two -way cross 
classification with intervals as "treatments" and 
items as "replicates," the procedure "adjusts" 
for item differences by transforming to the 
standard normal distribution, so we performed the 
analysis as a nested design. 

Although the assumptions of normality and in- 
dependence are violated, a very large or a very 
small F -value will give some information re- 
garding the equality of interval widths. If the 
F -value is large the hypothesis of equality 
should be rejected as usual; if it is very small, 
the hypothesis should not be rejected. The test 
is logical, and at least some gross judgments are 
possible even though the violations destroy any 
ability to make exact probability statements. 
The approximate ANOVA test yielded a large F -value 
[F (12/3068) = 34.64] which provides evidence for 
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order of each category by the frequency of re- 

sponses for that category and to obtain a mean for 
these products. A second possibility is to cal- 
culate the median of the frequency distribution. 
Both procedures require the category widths to be 
equal. 

The categories near either end of the scale most 

consistently violate the assumption, especially 
when they are unbounded. Even with finite end 
categories, the response processes outlined pre- 
viously would produce intervals wider at the end 

than in the interior. The usual successive in- 
tervals analysis requires an alternative method, 

however, to extrapolate this process to the end 
categories. 

Using the category number 2 through n -1 as the 
predictor variables, a polynomial regression will 
estimate the widths of the end intervals from the 
previously estimated widths of the interior inter- 
vals. Since the widths are smallest toward the 
center of the range and increase toward either end, 
the distribution will require at least a second 
degree polynomial. To allow for possible asymme- 

try, we increased the degree of the polynomial to 

four. 



Using the category numbers and the widths given 

in Table 1B as the predictor and response varia- 
bles, a regression analysis was performed which 

compared a model of a given degree with the model 
which is one degree lower. This analysis sug- 

gested that at least a cubic model was required. 
All F's were significant at the 1% level (F.99 = 

11.3 with 1/8 df.), but we cannot interpret the 
results strictly because the assumptions are not 
met. On the other hand, the plot of the observed 
and predicted interval widths given in Figure 1 

shows that the fit is quite good. Accepting the 
fourth degree model as adequate, the estimated 
polynomial is 

Y = 1.1362 - .4268X + .0932X2 - .0089X3 + .0003X4, 

where X is the predictor variable (j), and 
Y is the response variable (w..). 

This equation estimates widths for the end cate- 
gories (X 1 and X = 15) as .794 and 1.227, 

respectively. 

.9 

£25 

N .75 
z 

.6 

.45 

.375 

.3 

o 

both 

P 

P 

o 

o 

2 3 4 6 7 8 /01112 14 

CATEGORY (INTERVAL) NUMBER 

Figure 1. Observed (calculated) mean interval 
widths (wij) compared to widths pre- 

dicted using a fourth degree poly- 
nomial fit by category number. 

TRANSFORMING FUNCTION LEVEL PREFERENCES 

For health index research, it is convenient to 
transform the data to a scale of 0 (for death) to 
1.0 (for well), since data taken originally on 
different scales are directly comparable after 
transformation. If subjects are instructed that 
"death" is at the lower bound of the lowest cate- 
gory, the end -points of the scale will be located 
at 1 -.5 =.5 and n +.5. The proposed transformation 
therefore maps .5 to 0 and n +.5 to 1. An equal 
interval scale then maps 1 to (1 /2n), 2 to (1 /2n 
+ 1 /n), and so forth. Values that correct for 
the unequal interval widths will replace these 
values. 

Broadening the middle intervals and shortening 
the end ones compensates for the unequal inter- 
vals. Making the new intervals proportional to 
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the reciprocals of the original provides an ap- 
proach simpler than other methods. The sum of the 
reciprocals taken as the proportionality constant 
again transforms the values to the total scale in- 
terval (0,1). The transformed widths are given by 

w 

it 

where w. is the estimated and is the trans- 

formed width, all in z units. 

To use these results for transforming item values, 
the values to be assigned to the integers 1,..., 
n must be determined. Since the endpoint of the 
original scale was .5, the distance to 1 will be 
one -half the first interval width, or .5wi. Sim- 
ilarly, the distance from 1 to 2 will be .5(wi + 
w2). Thus the integer 2 is transformed to .5wi + 

.5(w2) = + .5w2, and so forth. The results are 
then used to estimate scale values for each item 
by calculating means or medians in the usual way. 

Table 2 gives wj' 

formed w.'s, and 

ping the original 
formation maps 1 

TABLE 2: VALUES 

s, their reciprocals, the trans 

the transformation set for map - 

category numbers. The trans - 
into 0.0199, 2 into 0.0668, etc 

FOR TRANSFORMED CATEGORY DATA 

Category 

(i) 

Transformed 
value 

1 .794 1.259 .0397 .0199 
2 .582 1.718 .0541 .0668 

3 .492 2.033 .0641 .1259 
4 .413 2.421 .0763 .1961 

5 .436 2.294 .0723 .2704 
6 .392 2.551 .0804 .3467 
7 .379 2.639 .0832 .4285 
8 .384 2.604 .0821 .5112 
9 .353 2.833 .0893 .5969 

10 .367 2.725 .0859 .6845 
11 .409 2.445 .0771 .7660 
12 .433 2.309 .0728 .8409 
13 .521 1.919 .0605 .9076 
14 .858 1.166 .0367 .9562 
15 1.227 0.815 .0257 .9874 

TOTAL 31.731 1.0002 

Table 3 displays the mean value of items in each 
Function Level, averaged over age groups and symp- 
tom /problem complexes, before and after the suc- 
cessive intervals transformation. The transforma- 
tion moves the mean preference for the lower func- 
tion levels closer to 0.0, and for higher function 
levels closer to 1.0, spreading the values more 
evenly across the 0 to 1 scale. Thus, the trans- 
formation has the desired effect -- moving estimates 
away from the middle of the scale. 



TABLE 3: FUNCTION LEVEL MEANS BEFORE AND AFTER TRANSFORMATION 

Function 
Level 

Number(j) 
Mobility Physical Activity 
(Step) (Step) 

Social Activity 

(Step) Before After 

30 Travelled Freely (5) Walked freely (4) Performed major and other activities (5) 1.000 1.000 
(No Symptom/Problem Complex) 

L 29 Travelled freely (5) Walked freely (4) Performed major and other activities (5) 0.848 
(Symptom/Problem Complex Present) 

L 28 Travelled freely (5) Walked freely (4) Performed major but limited in other activities (4) 0.690 0.738 

L 27 Travelled freely (5) Walked freely (4) Performed major activity with limitations (3) 0.694 0.744 

L 26 Travelled freely (5) Walked freely (4) Did not perform major but performed self -care 
activities (2) 

0.646 0.688 

L 25 Travelled with Walked freely (4) 
difficulty (4) 

Performed major but limited in other activities (4) 0.516 0.537 

L 24 Travelled with Walked freely (4) 
difficulty (4) 

Performed major activity with limitations (3) 0.536 0.561 

L 23 Travelled with Walked freely (4) 
difficulty (4) 

Did not perform major but performed self -care 
activities (2) 

0.496 0.512 

L 22 Travelled with Walked with 
difficulty (4) limitations (3) 

Performed major but limited in other activities (4) 0.519 0.538 

L 21 Travelled with Walked with 
difficulty (4) limitations (3) 

Performed major activity with limitations (3) 0.522 0.542 

L 20 Travelled with Walked with 
difficulty (4) limitations (3) 

Did not perform major but performed self -care 
activities (2) 

0.469 0.479 

L 19 Travelled with Moved independently 

difficulty (4) in wheelchair (2) 

Performed major activity with limitations (3) 0.503 0.520 

L 18 Travelled with Moved independently 
difficulty (4) in wheelchair (2) 

Did not perform major but performed self -care 
activities (2) 

0.457 0.465 

L 17 In house (3) Walked freely (4) Did not perform major but performed self -care 
activities (2) 

0.594 0.628 

L 16 In house (3) Walked freely (4) Required assistance with self -care activities (1) 0.505 0.522 

L 15 In house (3) Walked with . 

limitations (3) 

Did not perform major but performed self -care 
activities (2) 

0.519 0.538 

14 In house (3) Walked with 
limitations (3) 

Required assistance with self -care activities (1) 0.436 0.439 

L 13 In house (3) Moved independently 
in wheelchair (2) 

Did not perform major but performed self -care 

activities (2) 
0.491 0.504 

L 12 In house (3) Moved independently 
in wheelchair (2) 

Required assistance with self -care activities (1) 0.444 0.448 

L 11 In house (3) In bed or chair (1) Did not perform major but performed self -care 

activities (2) 
0.534 0.555 

I. 10 In house (3) In bed or chair (1) Required assistance with self -care activities (1) 0.436 0.439 

9 In hospital (2) Walked freely (4) Did not perform major but performed self -care 

activities (2) 

0.528 0.548 

L 8 In hospital (2) Walked freely (4) Required assistance with self -care activities (1) 0.440 0.443 

L 7 In hospital (2) Walked with 
limitations (3) 

Did not perform major but performed self -care 

activities (2) 

0.440 0.442 

6 In hospital (2) Walked with 
limitations (3) 

Required assistance with self -care activities (1) 0.388 0.381 

L 5 In hospital (2) Moved independently 
in wheelchair (2) 

Did not perform major but performed self -care 

activities (2) 

0.445 0.449 

L 4 In hospital (2) Moved independently 
in wheelchair (2) 

Required assistance with self -care activities (2) 0.397 0.392 

3 In hospital (2) In bed or chair (1) Did not perform major but performed self -care 
activities (2) 

0.428 0.428 

2 In hospital (2) In bed or chair (1) Required assistance with self -care activities (1) 0.342 0.333 

L 1 In special unit (1) in bed or chair (1) Required assistance with self -care activities (1) 0.267 0.248 

0 Death (0) Death (0) Death (0) 0.000 0.000 
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CONCLUSION 

A FORTRAN program, written to perform the cal- 
culations of the above analysis, will: a) esti 

mate interval widths by Edwards' [1956] procedure 
for large data sets, b) test for equality of 
average widths, c) fit a fourth degree polynomial 
(using a regression routine that includes plots 
and tests of fit), d) estimate the end intervals, 
e) give the values for transforming to compensate 
for unequal intervals (optimally on the -1 

scale), f) calculate item means and medians of 
the transformed data, and g) provide punched -card 

output of the transformed data as an option. The 
programs, which use standard BMD analysis of 

variance and regression routines are available 
from the authors. 

The procedures and program described above may 
be of benefit to investigators using category 
scaling in a wide variety of other research ap- 
plications. 

1Research supported by Grant No. 7- R18- HS00702 
from the National Center for Health Services 
Research. 

2The authors gratefully acknowledge the assis- 
tance of Pete Mundle who wrote the computer pro- 
grams and Donald Patrick who collected the ori- 
ginal data. 
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A NEW APPROACH TO ANALYZING QUASI -EXPERIMENTAL DATA: VALUE -ADDED ANALYSIS 

Anthony S. Bryk, Huron Institute - Herbert I. .Weisberg, Contract Research Corporation 

I. Introduction 

In a true educational experiment, the experi- 

mental units (e.g., individuals, classes, schools, 
pre - school centers) are randomly assigned to the 
different treatments, or programs, under study. 
As the number of units per treatment group in- 
creases, the pre -experimental mean differences 
among the treatment groups on any background vari- 
able tend to become small. As a result of this 
"natural equation of groups," differences among 
the post- treatment outcomes can, with reasonable 
assurance, be attributed to treatment effects. 

For a variety of political, practical, and 
ethical reasons, however, randomized experiments 
are rarely feasible in educational settings. Re- 

cently, (Cohen, 1973) even the desirability of 
such experiments has been called into question. 
These practical and theoretical considerations 
have led to the implementation of what Campbell 
and Stanley (1963) have referred to as quasi - 
experiments. In these designs, the experimental 
units are not randomly assigned to treatments. 
As a result, the pre- treatment equation of groups 
is not assured. Observed differences among the 
post -treatment outcomes are attributable to pre- 
treatment differences in addition to the effects 
of the treatments. We must now resort to statis- 
tical techniques to adjust away the relevant pre - 
experiment differences among the treatment groups. 
Because of the assumptions required by these tech- 
niques and certain artifacts involved in the esti- 
mation of effects, interpretation of the results 
of these analyses requires extreme care. Some 
authors (Lord, 1967; Campbell and Erlebacher, 
1970) are quite pessimistic about the ability of 
quasi -experiments to yield any useful and valid 
inferences. 

In this paper, we introduce the value -added 
strategy as an alternative approach to the analy- 
sis of data from educational quasi -experiments. 
This technique was developed in response to 
shortcomings inherent in currently existing ad- 
justment strategies, such as analysis of covari- 
ance, matching, standardization (Wiley, 1970), 

gain scores, and analysis of residuals. 

II. An Alternative Strategy - Value -Added Analysis 

The basic idea of the value -added analysis is 

to estimate for each subject in each experimental 
program the post -test score he would have obtained 
had he not been in any experimental program. Com- 
paring this artificially- constructed post -test 
score with the actual pre- and post -test scores, 
we can estimate how much of his growth is the re- 
sult of "natural" maturation, and how much is the 
value -added by the program in which he was en- 
rolled. Smith (1973) used this approach to esti- 
mate overall effects of Head Start. We have re- 
fined his method and provided more theoretical 
underpinning. 

A. Theory 

Let 
Y. 

and Yij represent the observed pre- 

and post -test scores on some measure for indivi- 

dual i in treatment, or program, group j. Let 
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and T be the corresponding true scores. 

We assume the classical test theory model that 

Y. = T. + e. 
13 

= T + Y for i= 1...n. 
j =1...J 

where E(e.. Tij)= E(e, i.)= E(e..e,i.) =0 and 

2 
Var (e.J T..) = Var (e1ITi.) = 

Let us define: 

(1) 

(2) 

aij =age of individual i in group j at pre -test 

=age of individual i in group j at post -test 

Mij= component of true scores, Tij and T rep- 

resentable as a linear function of measurable 
covariates other than age 

Uijenonmeasurable component of the true scores, 

T. and Tij, which is independent of both 

age and other measurable covariates. 

For any specific individual i in group j, a.., 

ai., M. and U.. are considered fixed. They do 

vary, however, over subjects in the population of 
individuals from which the sample for treatment 
group j was chosen. Let us define: 

2 
E(U..) = U. and Var (Uij) = a 

U 
(3) 

Further, since independent of age and the 

other measurable covariates, it follows that 

Cov(U..,a..) = Cov(U..,a = Cov(U..,M..) =0 (4) 

For the simplest case, we assume that growth 
in the domain under study is a known linear func- 
tion of age, measurable covariates, and nonmeas- 
urable covariates. We can, then, represent the 
true score for subject i in group j at the pre- 
test as: 

T = + ßa + M + U (5) 

Further, if there is no intervention between the 
pre -test and post -test - i.e., if only natural 
maturation is operational - then we can represent 
the post -test score as: 

(6) 

Let us define a variable where there is no in- 

tervention between pre- and post -test: 

= T T. (7) 

Clearly, represents the growth increment 

for subject i in group j which is attributable 



solely to natural maturation. Specifically, in 

terms of the growth model represented by equations 
(5) and (6), 

= B (a - aij) (8) 

In general, we could make different assumptions 

about the nature of growth in the domain under 

study than were made for our simple case. For 

example, one could hypothesize a growth model in- 

volving interaction terms or non -linear terms in 

aij. In this case, we would replace the mathema- 

tical model of equation (5) with a more complex 
model. As a result, the expression for would 

also become more complex. The basic derivation 

presented here, however, would remain unchanged. 
Let us now examine the alternative situation 

where an intervention has occurred between the 
pre- and post- tests. If we assume that the effect 
of the intervention is to increment uniformly the 
growth of all children in program j, then 

T = + Bai. + Mij + Uij + V. (9) 

where V. represents the incremental effect of ex- 

perimental program j, or what we have termed the 
.value-added by program j. From equations (5) and 
(9), we see that 

V. = (T ij - Tij) - 
Ai. 

(10) 

Thus, the value -added by program j, can be in- 

terpreted as the true difference (gain or change) 
score between pre- and post -test adjusted for the 
growth increment which is expected on the basis of 
natural maturation. Alternatively, Tij + may 

be interpreted as the post -test score predicted 
solely on the basis of natural maturation. From 

this point of view, T - (Tij + is a "re- 

sidual score;" i.e., the observed post -test minus 
a predicted post -test. 

B. Application to the Educational 
Quasi- Experiment 

Our goal in the value -added analysis is to 

estimate for each program a value- added, which 

is measure of the absolute program effect over 
and above what one might expect on the basis of 
natural maturation. Our model assumes that the 
true pre- and post -test scores can be represented 
as a function of age, measured covariates, and un- 
measured covariates. The model alsó assumes that 
the function is known. We now consider what can 
be done when each of two important assumptions 
(true scores known; growth model known) in this 
idealized situation is lifted. This will lead us 
to a way of implementing the value -added approach 
in practice. 

1. True Scores Known: First Approach 

The first problem that we encounter in apply- 
ing this model is that the true scores and 

Tij are rarely known. The first and obvious ap- 

proach is to substitute the observed pre- and 

241 

post -test scores, and Y in equations (5) 

and (9). For the pre -test, this yields 

Yij + Baij + Mij + Vij 
+ eij 

Similarly, for the post -test, 

Y -ij = + Bai. + M. + + V. + e (12) 

It follows from these last two equations that 

j 
J 

- eij (13) 

we may now define, Vij1, an individual value -added 

for subject i in program j, where 

V. = V. + e - eij (14) 

For any randomly selected individual i in 
treatment group j, 

2 
E (Vij 

1) 
= V. and Var (Vijl) = 2a 

e 
(15) 

Thus, each subject provides an unbiased estimate 
2 

of V. with variance 2a 

We can obtain a more efficient estimate of V. 
by pooling these individual estimates to obtain J 

an average across the n. subjects in treatment 

group j. This approach yields 

n. 

V.. = V.. (16) 
J1 i =1 

where, for any treatment group j, 

E(V.. 
2 

J1) = and Var (V.jl) = 2a (17) 

n. 

Like our individual subject estimate, our pooled 
estimate, unbiased, but the variance is 

now reduced to 2a /nj. Thus, the direct substi- 

tution of the observed pre- and post -test scores 
for the unknown true scores provides us with one 
approach for estimating the incremental effect of 
our experimental program. 

2. True Scores Unknown: Second Approach 

While the above approach is intuitively ap- 
pealing, we might ask whether we can obtain a 
better estimate of V. by some alternative approach. 

In particular, since the observed pre- and post- 
tests are measured with error, perhaps the substi- 
tution of 'an estimated or predicted true score 
might yield a more efficient estimate. Several 
approaches for estimating true scores have been 
reviewed by Cronbach and Furby (1970). Their 
"complete estimator" has intuitive appeal, and it 
merits further investigation. This estimator is 
quite complex, however, and its usefulness in the 
value -added approach is an unresolved question 
which is under further investigation. 

A simple and natural spin -off of this estima- 
ted true score approach would be the use of a pre- 

dicted pre -test score, generated from the 



observable components of equation (5). Simply, 

Yij = + Oa. + M. (18) 

Yij may be viewed as an alternative estimate for 

Tij. In terms of equation (5), 

Tij = Yij + Uij (19) 

As a second approach to dealing with the unknown 
true scores, we substitute the observed post -test 

score Y and the predicted pre -test score Y. 

into equation (10) for the unknown true scores. 
This yields, 

Y - (Yij = V. (20) 

We now have a second individual subject estimator, 
of the value -added for subject i in program Vij2, 

j, where 

Vij2 =V. +Uij +e (21) 

For any randomly selected individual i in 
treatment group j, 

2 E(V..2) =V. +U. and Var(V..2) =aU + a2e (22) 

Thus, each subject provides a biased estimate of 
V. (bias = U.) with variance 

2 2 +a 
Pooling these individual estimates across the 

n. subjects in treatment group j yields, 

n. 

V..2 Vij2 (23) 
i 

n. 

where, for any treatment group 1, 
2 

E(V.j2) =Vj +Uj and Var(V.j2) =a + (24) 

n. 

Thus, the pooled estimate, V.j2, is also biased, 

but it has reduced variance as compared to the 

individual subject estimates. 

3. Comparing the Two Estimates 

If we compare equations (17) and (24), we see 

that neither estimate of Vj, or V.j2 is 

clearly superior. V.j1 is unbiased, while V.j2 

is in general biased, except when U. =0; j= 1...J. 

On the other2hand, V.jl will have larger variance 
2 

if a > The mean square error (MSE), 

which combines both of these criteria, is a use- 

ful measure of the accuracy of an estimator. The 

MSE equals the sum of the variance and the bias 

squared. For our two estimators, 

2 
MSE = 2a (25) 

n. 

2 
2 2 

MSE (V.j2) + ae 
and 

n. 

Thus, in general, V.j1 is superior if 

2 2 2 
< a + nj (27) 

As we defined U. in our simple growth model 

of equation (5), it can be interpreted as the ex- 
pected residual pre -test score for individuals in 
group j over and above that which is linearly re- 
lated to all measured variables. Since the model 
includes a constant term u, we would expect U. to 

differ from 0 only if group j differs from the 
other groups in ways unrelated to measured covari- 
ates. If the covariates are selected carefully, 
however, it is unlikely that any U. will differ 

substantially from 0. Of course, if subjects are 
randomly assigned to treatment groups, there 
should not exist a priori differences between 
treatment groups in the expected values on any 
variables. As a result, U. will equal O. 

4. A Combined Estimate 

If V.jl and V.j2 were independent, then an 

appropriate linear combination of these two esti- 
mates would have a smaller mean square error than 
either one individually. Although V. and V. 

are clearly not independent, we may still realize 
a gain in accuracy by creating such a combined es- 
timate. This estimate would take the following 
general form: 

V.jc = w V. + (1 - w) V. 0 < w < 1 (28) 

It would clearly be desirable to choose w so as to 
minimize the mean square error of Note that 

E(V.jc) =wVj + (1 -w)(Vj + Uj) + (1 -w)Uj (29) 

which indicates that the combined estimate, V.j, 

has bias (1 - w)U.. Also, 

Var(V.jc)=w2 (2a2e) (1-w)2 (g2U+a2e) + 

nj 

2w(1 -w) Cov(V.j1,V.j2) 

For any treatment group j, if we assume that the 

Cov(V..1,V. . 2) = 0 for i i* then 

(30) 

n. 

Cov(V.j1,V.j2) Cov(Vij1,Vij2) (31) 

nj n. 

follows that 

2 Var(V.jc) = (1 +w2) a2e + (1 -w)2 (32) 

Thus, we can now write out the mean square error 
for V.. 

(26) 
MSE(V.jc)=(1-w2) a2e + (1-w)2 
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2 
+ Uj (33) 

n. 



If we minimize this with respect to w, we find 

2 

w = + nj 
opt 

a2 + 
n. 

(U.)2 

+ a2e 
If, as the result of randomization or by 

chance = 0, the expression for wopt simplifies 
to: 

(34) 

2 

wopt = a U 
(35) 

a2U + a2e 
Examination of this expression suggests that 

t 

can be interpreted in this case as a "residual re- 
liability" of the test after variation related to 
age and other measurable background variables has 
been removed. Thus, the weight to be placed on 
method 1, which uses the observed pre -test score, 
is simply the residual reliability of this score. 

Finally, up to this point, we have assumed 
2 2 

that the values of a a 
e' 

and Uj are known. In 

most quasi -experimental settings, however, these 
values are unknown. Thus, wopt must be estimated 

from the data. Two alternative procedures for es- 
timating wopt are presented in the Appendix. 

5. Growth Model Unknown 

To apply the value -added approach in the anal- 
ysis of an educational quasi -experiment, we need a 
growth model which accurately describes the pro- 
cess of "natural" maturation. The second major 
assumption in our theoretical model which we now 
lift is that the natural growth model is known. 

In this situation, we must develop a growth 
model and estimate the parameters of the model 
from either the quasi -experimental data or some 
alternative data set. This is a complex problem 
because the form of the growth model depends both 
upon the particular phenomenon under study and the 
conditions in the setting which bound this inves- 
tigation. As a result, no single approach to the 
construction of such models is likely to be uni- 
formly successful. We present here an approach 
developed by Smith (1973) and Weisberg (1973) 
which may prove useful in certain circumstances. 

The key assumption in this approach to esti- 
mating the growth model is that the variation dis- 
played in pre -test scores reflects developmental 
trends which can be directly related to age and 
other background variables. The heart of this ap- 
proach involves a causal linkage of the variation 
in age and the background variables to the varia- 
tion in pre -test scores. In particular, if the 
background variables are held constant, then the 
variation in pre -test scores may be expected to 
reflect only differences in the length of time ex- 
posed to the natural learning environment, or what 
we term age. More specifically, suppose we could 
look at a sub -sample of children with identical 
values on all measured background variables ex- 
cept age. Suppose then that we observe the mean 
score for such individuals as a function of age. 
The resulting curve based on this cross -sectional 
data is an approximation to the longitudinal 
growth curve that these children would actually 
display as they grow older. 
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This approach of attempting longitudinal in- 

ference from cross -sectional data is a general and 
well -known strategy. Kodlin and Thompson (1958) 
have considered the limitations of this approach 
in some detail. Under the conditions of a "stable 
universe" - i.e., a stable growth process - and a 
stable population across age levels, the cross - 

sectional approach can be used in place of the 
longitudinal for the estimation of mean growth. 
Thus, in settings where: 1) there are no signifi- 

cant external influences - other than the experi- 
mental intervention - to disturb the natural 
growth process; and 2) the pre -test sample is se- 
lected effectively at random with respect to age 
and the background variables; the cross -sectional 
approach should provide an excellent approximation 
to the natural growth curves. 

VI. Summary and Conclusions 

The basic idea of the value -added analysis is 
quite intuitive. We develop a growth model to 
predict normal growth in the absence of an experi- 
mental treatment. By combining this expected out- 
come with the observed outcome, we estimate the 
program effect - the growth increment over and 
above natural maturation. 

As one approach to estimating the natural 
growth model, we can assume a causal linkage be- 
tween the variation in age dad background vari- 
ables, and the variation in pre -test scores. If 

the research setting is stable, variation as a 
function of age will be attributable solely to 
growth, and not to other differences among age 
cohorts. In such a situation, we can estimate the 
effect of natural maturation for a treatment group, 
and the program effect over and above this natural 
growth. 

A particularly perplexing problem for tradi- 
tional techniques, such as ANCOVA, is the biased 
and inconsistent estimation of program effects re- 
sulting from measurement errors in the covariates 
(e.g., pre -test scores). Under the value -added 
model, however, measurement error in the pre -test 
will not bias estimates of the program effects. 

Further, we believe that the concept of the 
value -added effect is more meaningful than the ad- 
justed treatment mean differences in ANCOVA. The 
value -added is an absolute measure of program 
effect. Although control group data is useful as 
a check on the fitted mathematical model, it is 

not mandatory. Under the strong assumption that 
the growth model is correct, the value -added tech- 
nique generates a statistical control group. 

In a pre -school setting such as Head Start, 
for example, child's age from birth seems suitable 
to use in the growth model. In certain situations, 
our model may be applicable with other measures of 
"age." For example, suppose we were comparing a 
traditional and an experimental high school foreign 
language program. A logical choice here for "age 
at pre -test" might be the length of time studying 
the language via the traditional approach. 

Although we feel that the value -added approach 
is quite general, two factors cause difficulties 
in applying it in a school context. First, much 
testing in schools uses a standardized metric. 
Standardized tests do not allow measurement of ab- 
solute growth, only "relative standing." Our 
model in its present form would not be suitable 
for such a metric. Second, most schools have 



summer vacations, so that growth is not a strictly 
monotone function of chronological age or length 
of, exposure to schooling. We need to investigate 
thoroughly the effects of this summer discontinu- 
ity. The development of complex growth models 
incorporating such summer effects would make the 
value -added approach feasible. 

Although we hope that the methods described in 
this paper will provide analysts with a useful al- 
ternative to traditional adjustment strategies, we 
view this work as only a beginning. There are 
many possible extensions and refinements. For ex- 
ample, we need to develop realistic models to rep- 
resent growth in educational settings, and practi- 
cal ways of estimating model parameters. A better 
understanding of the sampling theory associated 
with our methods is needed, so that significance 
tests and confidence intervals can be obtained. 
Also, the development of quasi -experimental de- 
signs which facilitate this type of analysis 
should be pursued. Lastly, a critical problem 
with traditional adjustment strategies is that 
they implicitly embody a static model which con- 
ceptualizes a program effect as a constant incre- 
ment to a static base. Educational programs, on 
the other hand, are usually attempts to alter some 
developmental growth process. An intervention is 
typically a dynamic change in an on -going process. 
We view the value -added approach as a tentative 
effort to operationalize this conceptual approach 
in the analysis of quasi -experiments. 

*The use of a predicted post -test score might also 

be considered here. This is problematic because 

treatment effects must be included in the predic- 

ted post -test. In reality, there are numerous 

possible predicted or estimated true scores, such 

as the Cronbach and Furby estimates, which could 

be utilized in the value -added setting. Because 

of the introductory nature of this paper, we con- 

sider here only two simple approaches. 
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APPENDIX 

In this Appendix, we present two methods of 
estimating the optimal weight w in our combined 
estimator V.jc. Both of these methods assume that 

U. = 0 for all j, so that 

2 

wopt = . It is this quantity we wish 

+ a2e 

to estimate. If U. is substantially different 

from 0 for some j's, wopt may differ substantially 

from the true optimum given by equation (34). If 
measured covariates are selected judiciously, this 
is unlikely to occur. 

Estimator #1 
Suppose the reliability p of our outcome mea- 

sure Y (and Y') is known. Then, 

= 
V ) 

Let 

2 
+ a 

i 
+ M ) + 

U 
V(Yij) 

V(a + 
+ Mij) n2 

V(Y) 
Then 2 

2 

p = n + U 

p - n2 _ a2U = 

1 - n2 V(Y..)(1 -n2) opt 

From the regression analyses used to produce our 
2 

model, we obtain an estimate R2 of n . A natural 

V(Ylj) 
2 



estimator of wogt is thus given by 

= p .-R2 

1 - R2 

Estimator #2 

Our second estimator does not require 

dent information about p. From equations 

(32), we see that for any individual i in 

assuming U. = 0: 

V 2 

Var(V.. ) (l +w 
2 
) + (1-w 

2 
) 

U 

Ignoring sampling variation in the regression 

coefficients of our predictor equation, the Vijc's 

(for any value of w) are independent random vari 
ables. Thus, if we perform a one -way analysis of 
variance, using these as outcomes, the mean square 
error term provides an unbiased estimate, 

) of Var(Vijc). Since 

indepen- 
(29) and 
group j, 

Var(V. ) = 

nj 

wopt is the value of w which minimizes Var(V.. 
). 

It seems reasonable, then, to estimate wopt by the 

value of w which minimizes ). Let 

SS11 = EE(Vijl- V.jl)2 

SS = i(Vij2 - V.j2)2 

SS = - V.. )(V.. -V.2) 

Then the mean square error for the one -way ANCOVA 
is easily shown to be 

MSE = w2SS11 + (1 -w)2 SS22 + 2w(1 -w) SS12 

Minimizing this with respect to w, we find 
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SS22 - 

SS22 + SSi1 - 2SS12 



SAMPLING FROM TWO OVERLAPPING FRAMES 
Leon F. Burmeister,. 

It may be occasionally necessary or economi- 
cally convenient to utilize more than one frame 
in drawing a sample from a population. This pa- 
per assumes two frames cover the population and 
the observational units for the two frames are 
identical. If the sizes of both frames and the 
population size are kno1j the number of elements 
common to the two frames is also known, as well 
as the number of elements included only on each 
individual frame. 

Estimators will be developed that have sma- 
ller variance than those previously suggested. 
However, since the number of duplicated elements 
included in the overall sample is utilized in the 
proposed estimators, the cost is greater than for 
previous estimators. Consequently, allocation 
procedures and situations likely to result in ap- 
preciably higher cost will be considered. 

The adaptation of a previously suggested 
method to construct unbiased estimators of the 
population total with empty domain sample sizes 
is illustrated. 
1.1 Examples 

The opportunity to utilize two or more fram- 
es of known sizes does occur in practice. Com- 
stock, et. al. (3) describe a study designed to 
evaluate immunization histories obtained from a 
sample of the population of Washington County, 
Maryland. The evaluation was completed by the 
comparison of historical information from inter- 
views with the results of serologic determina- 
tions. 

The study was done during the summer of 1968. 
A 1% systematic sample of the county population 
was drawn from a list of households obtained in 
a non -official census conducted in 1963, supple- 
mented by a similar sample of dwelling units 
added since that time. It seems reasonable to 
assume that the number of households on both 
frames were known as well as the total number of 
households in the county. From this knowledge 
it is easily determined if the two frames cover 

the population and if they overlap. If there is 
an overlap, consideration should be given to the 
determination of the duplicated households. 
Since it is not obvious that the costs of doing 
so can be justified, the improvements in the re- 
sulting estimators need to be carefully evaluat- 
ed. 

Other examples of studies that have been 
conducted based on multiple and possibly over- 
lapping frames include those described by 
Serfling, Cornell and Sherman (8), Bershad (1) 

and Cochran (2). 

1.2 Notation 
It is assumed two frames, A and B, con- 

taining NA and N elements respectively are a- 
vailable." The notation of Hartly (5) is adopted 
and N denotes the number of elements in- 
cluded on both frame A and Frame B. N is the 
number of elements occurring only on frame A and 
Nb is the number of elements occurring on Frame B. 

Thus: NA Na =' Nab' 
(1.1) 

NB Nb + Nab 
(1.2) 

and the total number of elements in the popula- 

WHEN THE DOMAIN SIZES ARE KNOWN 
University of Iowa 
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tion, N, is given by 
N = Na + Nb + Nab = Na + NB = Nb + NA . (1.3 ) 

The elements contained only on frame A are 
called domain a, the elements only on frame B do- 
main b and those elements on both frames A and B 
domain ab. It is assumed that á simple random sa- 
mple of size n is selected from Fr. A-& and sim- 
ple random sample of size n is selected from FrB. 
The number of elements sampled from frame A and 
contained in domain a is denoted by n . The num- 
ber of elements sampled from frame A and contain- 
ed in domain ab is denoted by n' The number of 
sampled elements in domains ab and b drawn from 
frame Bare denoted by 

nab 
and respectively. 

Thus 

nA na + nab (1.4) 

and 
näb + (1.5) 

This completes the description of the pro- 
blem. It is only one of several frame problems 
that the sample designer may face. Kish (6) 

gives several interesting and informative discus- 
sions of these additional problems. 

2. ESTIMATORS OF THE POPULATION TOTAL 
Assume a sample of size is drawn without 

replacement from frame A, and a sample of size 
is drawn without replacement from frame B. As- 
suming simple random sampling in both frames, the 

probability of being included in the sample, Hi, 

can be calculated for elements in each domain. 
These probabilities will be utilized in the con- 

struction of alternative estimators. 

Prob ith element in domain a is included in the 
sample] = , (2.1) 

NA 
Prob [ element in domain b is included in the 

sample] , (2.2) 

NB 

th 
and 

Prob i element in domain ab is included in the 
sample at least once 

= nANB + nBNA - 
nAnB. (2.3) 

NANB 

Lund (7) proposed the estimator 
A 
YL = + 

N 
y 

b 
+ Nbb (2.4) 

for the case of known domain sizes. The sample 
total for domain ab, 

n" 
nab nab 

+ (2.5) 
i =1 i 

in YL is based on the nab + elements sampled 

from frames A and B. If the duplicated elements 

in domain ab are excluded, the sample mean 
becomes _, 

yab + 

n'" + n" n 
ab ab d 

where H.dis the number of'duplícated items. 

(2.6) 



Consideratign is thus given to 

d 
Naÿa + 

Nabyab + Nbyb . (2.7) 

The notation Y 
d 

in (2.7) indicates that this es- 
timator of the total is based on the distinct 
elements included in the sample. 

If it can be assumed that na, nab and 

are each greater than zero, Yd is unbiased. The 
conditioñal expectation becomes 

E(Yd >0, nab >0, >0) 

= >0) + >0) + >0) 

= NaYa + 
NabYab + NbYb = 

Y. (2.8) 

It should be noted that Fuller (4) has devised a 
method of constructing unbiased post- stratified 
estimators that does not require each domain size 
to be positive. This method will be considered 
below. 

A comparison of the variances of and Y 
reduces to a comparison of the variances of y 

d 

and y since the estimators differ only in 
estimated mean of the overlap domain. To facili- 
tate this comparison, let 

= yab + ndyd (2.9) 
ab 

nab + nd 
and 

yab (2.10) 

ab 

where nab 
nab + nab - nd yab 

is the total of 

the nab distinct elements sampled from domain ab 

and yd is the mean of the nd duplicated elements. 

It is assumed that nab is greater than zero. Con- 

ditional on nab and 

Var +2ndCov(yab,yd) 
Var(yáb) = 

(nab + nd)2 
and 

Var(yab) = 
Var (yab) 

nab 

(2.12) 

To evaluate (2.11) and (2.12), assume the 
variance -covariance structure of the yi's to be 

1 -1 /Nab -1 /Nab -1 /Nab . . . -1 /Nab 

-1 /Nab 1 -1 /Nab -1 /Nab -1 /Nab 

-1 /Nab -1 /Nab 1 -1 /Nab -i /Nab 
(2.13) 

2 

Sab 

-1 /Nab -1 /Nab -1 /Nab . . . i -1 /Nab_ 

the variance of is greater than or equal 

to that of yab if 

nab Var (ye) + 2n 2 Cov(yab, 

> 2ndnab Var(yab) + n2Var(yab). (2.14) 

Utilization'of the variance- covariance matrix, 
(2.13), allows us to express each term of (2.14) 

as follows: 
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and 

nábVar(yd) 
nabnd 

2nábCov(yab,Yd) = 2nabndl1-nab 

2nabndVar(yab) = 2n2 

= nabnd 

1-(nd+1) S2 
ab 

Sab 

S 
ab 

. 

(2.15) 

(2.16) 

(2.17) 

(2.18) 

nd 

Nab 

Nab 

1-(n 
ab 

Nab 

ab 
+1) 

Sab 

Nab 

If equals zero, equality holds in expression 

(2.14) since the estimators yab and 
yáb 

are iden- 

tical. If nab and are both greater than zero, 

(2.14) may be written as 

(nab -nd)> -(nabd). (2.19) 

Nab 
Thùs yabhas smaller variance than does 

yáb 
for 

all positive values of nab and nd. 

One of the reasons for calculating the pro- 
bability of selection, , for each element in 
the population now is evident. The 's clearly 
demonstrate that every element in domain ab has 
the same probability of being included in the 
sample. This is required if the simple mean of 
the distinct elements sampled from domain ab is 
to be used as an unbiased estimator of the domain 
mean. 

3. UNBIASED ESTIMATOR OF Y WITH EMPTY DOMAINS 
It was noted above that Fuller (4) has devis. 

ed a scheme to construct unbiased post- stratified 
estimators. This scheme does not require the 
usual assumption of non -empty strata. Fuller's 
general construction will be reviewed and then 
his approach will be applied to this problem. 

Assume a random sample of size n has been 
drawn from a population. After the sample has 
been taken, the sampled elements are classified 
as members of two strata. Assume that the pop- 
ulation is such that the population proportion of 
elements contained in stratum one, P1, and the 
proportion contained in stratum two, P2 = 1 - Pi, 

are known, Fuller then considers the general 
estimator 

where 
yl = the sample mean of the characteristic y 

for stratum one, 
y2 = the sample mean of the characteristic y 

for stratum two 
and 

+ (1-Ai)y2 , (3.1) 

Ai = the weight applied to the mean of straf 
tum one for samples with i (i = 0, 1, 

. . . , n) sample elements in stratum 
one. 

It is further assumed that - Ai - 1 for all i, 

Ao= and An =1. 

Minimization of the conditional mean square 
error of (3.1) yields 



A = 
if2iS2 + i(n-i)P1(Y1 

172)2 (3.2) 
i 

+ if2iS2 + i(n-i) 

where 

and 

= N1 - i 

N1 

N - n + i 
f2i 

2 

N 
2 

The estimator (3.1) employing the weight 
(3.2) is in general biased. However, Fuller 
shows it is possible to derive weights Ai such 

that the estimator (3.1) is unbiased. 
Fuller also extends the above development 

for two post- strata to the general case of more 
than two strata. First the strata must be ar- 
ranged in a natural order. Then the strata are 
repeatedly divided into groups of two. Beginning 
at the finest subdivision, an unbiased estimator 
is constructed for each pair of strata. 

In this problem, the situation is as shown 
in Table 1. 
Table 1 A DESCRIPTION OF THE POST - STRATA RESULT- 

ING FROM TWO OVERLAPPING SAMPLING FRAMES 

Stratum 

Proportion 
of pop. 

in stratum 
Stratum 

ID 
Sample 
number 

Sample 
mean 

a 

ab 

b 

Na /N 

Nab /N 

Nb /N 

1 1 

2 1 

2 2 

n 
a 

nab ab 

Table 1 indicates that the first division of 
the strata is into stratum a and strata ab and b. 
Thus an unbiased estimator will be constructed 
first for strata ab and b. It is to be remem- 
bered that na, nab or nb may be zero in the devel- 

opment of this unbiased estimator. 
In the development of the scheme, it is con- 

venient to let n = na + nab =a' nfnab 
+ 

P21 = Nab /NB' P22 
= Nb /NB and P1 = Na /N. 

The estimat for this specific problem is 
N- = N 

lya 

+A2(A21yab +A22yb)] , (3.3) 

where the genera expressions for the weights in 
(3.3) are 

n + n (n 

A=(1-A 
2 
) 

a a ab 
(3.4) A 

1 n+n (n 
a 

and 
ab +M 

A 
A21= ( 

nababnb J (3.5) 
+nab) 21 

where 

`M =Ya Yb2 / 

S 
w 

M 
2 

2 

w 
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and 

F 
í+í(n-i)P1M1 

1 n+i(n-i)M1 

n-1 
Pi i(ni) 

n+i(n-i)M1 

n 
2 
-1 

i+í(n2-i)P21M2 
21 

= 
i(n2-i)M2 

n2 -1 
-i) 

(3.6) 

En2 +i(n2 i)M2 
i =1 

F21 in (3.6) is -Prob nab 
= (nab+nb) 

given 

strata ab and b contain nab+nb sample elements] . 

That is, F21 is Nab /NB minus the probability 

that all nB sampled elements fall in domain ab. 

P4 in expression (3.6) is the probability domain 
contains i units given that 112 units have been 

selected from domains ab and b. 
4. COST CONSIDERATIONS 

Cost considerations are now introduced into 
the efficiency comparisons. The employment of 
the proposed estimator, necessitates the id- 
entification of duplicated elements in domain ab. 
Lund's estimator (2.4) is a special case of 
Hartley's(5) procedure which utilizes a weighted 
average of y'ab and and does not require this 

identification. Hartley gave expressions for the 
sampling fractions nA /NA and nB /NB that minimize 

the variance of his estimator subject to the cost 
restraint 

C = cAnA + cBnB . (4.1) 

Lund's estimator results when these optimum sampl- 
ing fractions are used to solve the bi- quadratic 
equation given by Hartley for the value of the 
weight p. Another possibility is the retention 
of elements from domain ab from one frame only. 
This procedure was employed by the Bureau of the 
Census in a 1949 study (1). This procedure is a 

special case of Hartley's procedure with the 
weight p = 1. 

A third procedure is to merge the two frames 
before sampling and remove the duplicated elements 
Once the merging has been completed, any number 
of sampling schemes could be utilized. For 
example, one could employ stratified random 
sampling where the strata are the three domains 
a, b and ab. 

The variance of Y (2.7) can be minimized 
subject to the cost costraitt (4.1). A system of 
three equations in three unknowns, fA' and 

results. Utilization of the ratio of two of 
these equations reduces the system to the follow- 
ing system of two equations in two unknowns, 

and 



(4.2) 

c [Naa2(fA +fB- fAfB)2 + NabaabfA(1 

gBNB f [Nb(fA+ Nabaabf2(1 
and 

C = cAfANA + cBfBnB (4.3) 

Solution of these two equations requires the sol- 
ution of a sixth degree equation. 

Rather than solving a sixth degree equation, 
the following iterative procedure may be used. 
Let 

r = 

An initial value for r is 

r1 

A 
Note that (4.2) may be expressed as (4.4) 

cNA fB +fA(1 
+ 

cANB + 

Set 1 and 1 -fg equal to 1 and divide each 
term of the right hand side of (4.4) by f2 to 

obtain 

'(4.5) 

CANA [Nbc(l+rj)2 + 

Thus this procedure is repeated until ri shows an 

arbitrarily small change from one iteration to 
the next. 

The term in (4.1) includes all the costs 

involved in taking a sample of size nA from frame 

A. Therefore, define as 

cA = csA + ccA coA (4.6) 

That is, cA includes the cost of selection, the 

cost of classification into the proper domain and 
the cost of observation. The scheme used in con- 
structing Yd includes the costs of selection and 

classification from both frames. It may be pos- 
sible to select elements to be included in the 
sample and remove the duplicated elements before 
the actual observations are made. In this situ- 
ation, the costs of observation are diminished 
since nd fewer observations are made; however, 

the elements drawn from domain ab must now be 
checked for duplication. The new cost equation 
then becomes 

C' = (csA +ccA (csB +ccB 

=CBNB [Naaá(l+ri)2 Nabaabri 

-n + 
cd ab ab 

where 
= max(coA,coB) (4.7) 

and cd is the cost of determining duplications. 

In (4.7) it is assumed that each sampled element 
is classified into its proper domain upon selec- 
tion. Thus cd is multiplied by the product of 
n' and n" 
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We conclude that if (4.1) is the correct 
cost equation, d is preferred to The super- 

iority of 
d 
over L is not so clear if (4.7) is 

the appropriate cost equation, but it should be 
noted that the increase in cost when employing 
Y may be small. It is quite likely the cost of 
observation, which would include travel costs 
and expenses of an enumerator, would be larger 
than the cost of checking elements for duplica- 
tion in the office before the fieldwork is 
started. That is, if it is reasonable to assume 
that ndcó is of the same ̂magnitude as nab nab 

cd' 

Yd would be superior to YL or any of the other 

special forms of Hartley's original estimator. 
However, it may be impossible to determine the 
duplicated elements before the fieldwork is done. 
In this case, d would require more expense than 
A 
YL. 
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A LATENT DEMAND FOR HOUSING: A PRELIMINARY STUDY 

J.W. Byler and Stephen Gale, University of Pennsylvania 

1. INTRODUCTION 

Population movements are obviously related 
to changes in the demand for housing: they are, 
for example, both a cause of housing starts, va- 
cancies, and changes in occupancy, as well as an 
effect of shifts in housing policies, zoning 
changes, and the cost of housing units. Aside 
from studies on interregional migration patterns, 
however, very little is known about the detailed 
character of the linkages between individual (and 
household) movement propensities and related 
shifts in occupancy conditions.: As part of a 
general research effort on this issue, in this 
paper we shall offer a preliminary analysis of 
one portion of the population which may be re- 

ded as having a high latent demand for housing, 
i.e., that subpopulation whose potential for de- 

manding future housing is not necessarily refleRted 
by their present status in the housing market). 

Current research on migration and the demand 
for housing has usually assumed that the migrating 
or housing consuming unit is relatively homogeneous 
in the sense that the family unit acts as a whole. 
As such, the determination and interpretation of 
the causes and effects of migration has usually 
been based on information concerning the economic, 
demographic, and social conditions of heads -of- 
households; the head -of- household is, in effect, 
treated as if he or she embodies the family unit's 
stage in the life cycle, income, educatignal at- 
tainment, occupational class, and so on. For cer- 
tain purposes, this may provide a sufficient cha- 
racterization, but at the local level where a 
knowledge of the short -term, sequential variations 
in housing demand is crucial for many planning 
purposes, there is also a need to understand the 
differential characteristics of the several parts 
of households, their predilections toward indepen- 
dent household formation, and their concomitant 
effects on the demand for housing. 

The process of household formation is clearly 
very complicated. On the one hand, it is a func- 
tion of the aging process, marital patterns, and 
other purely demographic conditions. And, on the 
other hand, it is related to the economic, social, 
and kinship status of the members of a household 
units children over 18 years of age may reside -at 
home during their post -secondary education; widowed 
relatives may join an extended family unit to gain 
economic security; unrelated individuals may form 
some sort of cooperative arrangement, and so on. 
In each case, the composition of the household eon - 
not be treated in the usual homogeneous fashion. 
The varying needs and propensities for movement 
and housing consumption of the several parts of 
the household must all be treated separately in 
order to assess the overall prospects for future 
housing consumption. In effect, within each house- 
hold there exists the components for several kinds 
of latent conditions for housing demands which must 
be accounted for in any assessment of present and 
future occupancy conditions. 

One further point should be mentioned here. 
Within what we have called lodgers with respect 
to a latent demand for housing, there is also a 
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"true" lodger population: individuals unrelated to 
other members of a household who, even while com- 

prising family units of their own, have ehosen to 
obtain dwelling accomodations (such as a room) from 
a family in return for a rental fee. Though the 
present study includes these individuals, it should 
be kept in mind that the notion of latent demand is 
not directly applicable in such cases; "true" 
lodgers have already expressed their housing con- 

sumption needs and, while opting for somewhat simi- 
lar accomodation to those persons we have termed 
lodgers, they cannot be presumed to be acting for 
the same kind of reasons as the remainder of the 
sub - population. 

The purposes of the present study are thus: 

to describe the characteristics of the lodger popu- 

lation for one metropolitan area in order to iden- 

tify its component subgroups and to examine the 
attributes of the households and dwelling units 
within which these subgroups reside. Of specific 
interest are the age, sex, and employment distri- 
butions of the lodgers. In addition, this inves- 

tigation will explore sources of variation in the 
occupancy patterns of the lodger subpopulations. 
which result from differences in the value and 
tenure status of their dwelling unit and in the 
race, sex, age, income, and marital status of the 

heads-of-households of these units. 

2. DATA AND METHODS 
Until quite recently, the analysis of the 

links between individual movement propensities 
and the characteristics of the housing units con- 

sumed has depended on rather oblique inferences 
from the aggregate cross -sectional properties of 

data from the decennial federal census. However, 

under funding from national, state, and local agen- 
cies, Wichita -Sedgwick County (Kansas) has re- 
cently developed a yearly enumeration of popula- 
tion and housing characteristics for the whole 
of the city-county area which provides an ex- 

tremely rich micro -level data base for the anal- 
ysis of population movements, household forma- 
tion patterns, changes in occupancy structure, 

and so on.'t More specifically, the records cur- 

rently available permit the identification of those 

individuals who reside as lodgers within a house- 
hold unit, together with their economic and demo- 
graphic characteristics, the nature of the house- 
hold unit and dwelling unit in which they reside, 
and portions of their past residential mobility ex- 

perience. In effect, this data source provides the 
basis for the development of descriptive indices 

of the joint distribution of lodgers, their cha- 

racteristics, their kinship patterns, and the 
kinds of structures they occupy --as well as the 
capability of identifying the changing character- 

istics of these individuals. 
For the present examination we have obtained 

the following information for all lodgers for the 

enumeration year 1973: 
(i) The name, age, sex, and employment status 

of each individual in Wichita -Sedgwick 
County who is eighteen or over, resides 
within a household of which he or she is 



not the head, and is not the spouse of 
the head -of- household. 

(ii) The race, sex, age, income, and marital 
status of the head -of- household. 

(iii) The relationship of the lodger to the 
head -of- household. 

iv) The number of lodgers in the household. 
v) The value, tenure status, and the number 

of families in the dwelling unit. 
From each of these characteristics, models of data, 
in the form of multi -way contingency tables; have 
been tabulated as the principal descriptive indi- 
cators.5 The relevant tables are presented in 
Section 3. Analysis of these data includes (a) an 
interpretation of the tables and (b) an examina- 
tion of classes of homogeneities in the tables 6 
using the methods developed by Goodman and others. 
Again, our intent here is to provide only some 
preliminary insights into the characteristics of 
the lodger subpopulation and some characteristic 
differences among the several parts of this sub - 
population. 

3. INTERPRETATION AND ANALYSIS 
The magnitude of the lodger population is, per- 

haps, its most important attribute with respect to 
its potential for effecting the future demand for 
housing. The 1973 Wichita -Sedgwick County Enum- 
eration recorded 27,391 persons fitting the defi- 
nition of what we have termed lodgers. This is 
approximately 13% of the total population of 
Sedgwick County, and 22% of that portion of the 
total population of the county over 18 years of 
age. Additionally, it represents a potential 25% 
increase in the total number of households in the 
county -i.e., if all of the lodgers were to form 
their own single- person households. Though this 
eventuality is improbable, it is quite likely that 
a significant fraction of this group of people 
will seek independent accomodations within the 
next few years. With respect to their latent de- 
mand for housing, then, it is clearly of impor- 
tance to determine which kinds of current lodgers 
will move into the housing market and in what 
numbers. And, while the available cross -sectional 
data cannot provide estimates of this longitudinal 
aspect of the latent demand for housing, we are 
able to identify several subgroups of lodgers 
which appear to have differential rates of demand 
for independent housing aocomodations. 

Even a cursory inspection of the age distri- 
bution of the lodger population suggests the non - 
homogeneity of this group (See Figurel.). Forty - 
four percent of the lodgers are under 21 years 

two - thirds are less than 26; another 
seven percent are between 26 and 36; the remaining 
30% of the lodger population is fairly equally 
apportioned in the age range from 36 to 85. When 
disaggregated by the relationship of the lodger 
to his head -of- household, the graph of the age 
distribution provides an indication of the exis- 
tence of several distinot subgroups within the 
lodger population. Thus, nearly 38% of the en- 
tire group is made up of children, aged 18 to 20, 
living with at least one of their parents. 

Another 16% of the group are children aged 21 to 

25, living with at least one of their parents. 

From age 51 on, however, children living at home 
are increasingly out.aiumbered by other related 
lodgers. The age distribution of related indi- 
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viduals other than children has a bimodal form 
somewhat different from that of unrelated indi- 
viduals: it drops off from a peak in the lowest 
age group, rising again after age 35 to another 
peak between 76 and 81. The distribution of the 
non- related lodgers, on the other hand, peaks 
early, between age 21 and 25, drops until age 46 
when it again begins to rise, reaching another 
peak between age 61 and 65. The steep drop in 
numbers of both related and non -related lodgers 
after the age of 25 suggests high rates of move- 
ment into the housing market for those beyond 
this age. 

Clearly, the trough in the middle years, 
between age 36 and 46, reflects that period in 
one's life when one is least likely to be a mem- 
ber of the lodger population; by then most chil- 
dren appear to have left their parents' home to 
establish their own. Moreover, the large group 
of non -related boarders 18 to 25 years of age 
suggests a staging period during which many young 
people leave their parents' home, yet are either 
unwilling or unable to establish their own inde- 
pendent households. The second peak in the dis- 
tribution of non - related lodgers indicates older 
persons moving into true boarding situations, 
while the corresponding peak in the distribution 
of related lodgers other than children indicates 
elderly persons moving into extended family situ- 
ations. 

The joint distribution of the lodger subpopu- 
lation'á age and sex with their employment and 
kinship status (Table 1) provides additional in- 
formation on the characteristics of the subgroups 
of the lodgers. Marked differences now appear in 
the distributions with regard to the sex of the 
lodgers. For example, female lodgers constitute 
a smaller percentage of the total female popula- 

tion age 18 to 45 than do male lodgers in the 

same age group. After age 45, however, the re- 
verse is true: females are more likely than males 

to be lodgers. Additionally, for lodgers related 

to the head -of- household a higher percentage of 

the women than the men are not in the labor force, 

regardless of the age category; the accompanying 

absence of income also suggests that female lodgers 

would be less likely to enter the housing market 

to seek independent accomodationa in the future. 

Of the lodgers over 18 who are living with 

their parents, 404 are males between age 18 and 21 

and 30% are females between age 18 and 21. While 

the number of both male and female lodgers drops 

off beyond this age, it falls more rapidly for 

males than for females. (See Table 2.) Also, the 

distribution of females in this group is bimodal 

as opposed to the unimodal distribution of the 

comparable group of males. 

Elderly female relatives other than children 

of the head -of- household constitute the largest 

group of lodgers other than children age 18 to 35. 

Women lodgers far out - number male lodgers in the 

over 65 age class. Note, however, that this dif- 

ference is not merely a reflection of the diffe- 

rential survival rate for males and females. 

Women in this age class represent 5% of the total 

female population over age 65, whereas the men 

represent only 1.9% of the total males over age, 

65. Two factors other than the differential sur- 

vival rate might be presumed to be associated 

with this discrepancy. First, there may be a 



cultural bias in the definition of the head -of- 
household; in those households where an older man 
is living with his son or daughter, there may be 
a tendancy to regard the older man as the head 
of the household and the child as the lodger, 
while in similar households where the elderly 
parent is female she may be regarded as the lodger 
and her child as the head of the household. 
Second, elderly men may live by themselves to a 
greater extent than do older women. 

For the non -related boarders, what we have 
termed the "true" lodgers, differences with ]re- 

spect to sex are not as apparent as those exhi- 
bited in Table 1. For example, the age distri- 
butions are bimodal for both males and females 
and the distribution peaks in the 18 to 21 year 
old category for the females, while it crests in 

the 22 to 35 category for the males. Furthermore, 
the distribution with regard to employment is 
virtually the same for all age categories except 
over age 65 where a larger percentage of men are 

in the labor force. Otherwise, most members of 
each age and sex class are active in the labor 
market; a majority of these are employed full 
time. 

As the foregoing discussion indicates, the 
lodger population consists of several subgroups 

which may be characterized by different distribu- 
tions with respect to age, sex, employment and 
kinship status. Moreover, it also appears that 

there are strong dependencies among these vari- 
ables (i.e., in the sense that any one or even any 

single combination of two or three attributes is 
not sufficient to describe the general character- 

istics of the lodger population as a whole). This 
point is further supported by the application of 

Goodman's tests for properties of multi -way con- 

tingency tables; with the data in Table 1 we 
obtain a X2 value of 34.33 with 30 degrees of 
freedom for the model which includes all second 
order interactions; the best model with fewer 
terms gives a p -value of only .003, thus indi- 
cating that only the model in which each triple of 
variables are jointly co- dependent would suffice to 
estimate the table. 

Given the non- homogeneity of the lodger 
population, we now turn our attention to the occu- 
pancy patterns exhibited by this group. In terms 
of the future demand for housing, the current 
occupancy patterns of lodgers are important for at 
least two reasons. First, previous experience to 
some degree conditions oriels expectations and de- 
sires; the future demand for housing by present 
members of the lodger population may therefore be 
in part regarded as a function of current occupancy 
patterns. Second, the heterogeneity of the lodger 
population suggests that the housing market is 
currently meeting a variety of needs for this 
group; lodgers may therefore be presumed to respond 
in a variety of ways to differential changes in the 
supply of the various components of the housing 
market. In short, shifts in supply may both en- 
courage and discourage shifts in the demand for 
independent accomodations by both the lodgers 
themselves and the population as a whole. 

Our investigation of the current occupancy 
patterns of lodgers falls into two parts: a dis- 
cussion of the kinds of households within which 
lodgers reside and an examination of the kinds of 
dwelling units characteristic of these households. 
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The previous discussion of the subgroups of 

the lodger population suggests that the propensity 

to be a lodger is, in part, a function of one's 
life cycle stage. Using the head -of- household as a 
surrogate for his life cycle status, it appears 

from Figure 2 that the propensity to provide hous- 

ing for lodgers is similarly related to the house- 

hold's status in the life cycle. By dividing the 

total lodger population into the kinship classes, 

it becomes evident that the various age groups of 

householders contribute differentially to providing 

housing for each of these groups. Young persons 
aged 18 to 25, for example, provide the bulk of the 

housing for non - related individuals. After this 

initial peak, the distribution of non - related 
lodgers drops off to a fairly constant level with 

respect to the age of the householder. The graph 

of the number of children lodging with parents of 

a given age, on the other hand, peaks much later, 
in the age to 50 year old range, falling off 

rapidly after age 50. The bulk (64%) of the chil- 

dren living with their parents after age 18 are, 

as one would expect from their own age distribu- 

tion, 23 to 30 years younger than their parents; 

the drop in the number of children living at home 

is then reflected by the corresponding decline in 

the number of children residing with parents over 

age 50. The number of related individuals other 

than children rises steadily, peaking in the 56 to 

60 year old range (for the heads -of- households). 

Assuming a generational period of approximately 25 

years as suggested above, this bulge probably 

reflects elderly parents sharing accomodations 

with their off -spring. 
In addition to the age of the head-of- house- 

hold, marital status is an important component of 
life cycle status. We might, for example, expect 

that the presence or absence of a spouse for the 

head -of- household would influence the propensity to 
house lodgers. The distribution of the relation- 
ship of the lodger to the householder with respect 
to the presence or absence of a spouse for the 
householder (Table 3) indicates no real differences 
between the three groups when a spouse is not 
present. When a household's spouse is present, 
however, the lodgers are almost exclusively (96 %) 
related individuals; by far the largest group of 
these lodgers are children of the head-of- house- 
hold. The distribution of the number of lodgers in 
a household is also highly dependent on the pre- 
sence of the spouse. Households where no spouse is 
present are more likely to have three or more 
lodgers than are those where the householder's 
spouse is present. (See Table 4.) 

The sex of the head -of- household appears to 
have little effect on the number of lodgers housed, 
though it does appear to influence the kind of 
lodgers one takes in. The distribution of the 
number of lodgers in a household is virtually the 
same for both male and female headed households 
(Tables 5 and 6): approximately 82% of the 
households headed by each sex have no lodgers; 
16.7% have one or two lodgers; around of each 
group house three or more lodgers. Female headed 
households are much more likely than are male 
households to consist of non - related lodgers and 
relatives other than children over age 18. 

The differences in the kind of lodgers a 
householder boards is additionally related to his 
own race. In households headed by whites, 68% of 



the lodgers are children over age 18, while this is. 
true for only 6 of black households. Instead, 
30% of the lodgers in black homes are relatives 
other than children, while the comparable figure 
for whites is only 18.5 %. This suggests that 
blacks are more likely to live in extended family 
situations than are whites. Additionally, the 
distribution of the number of lodgers by race of 
the head -of- household indicates that a higher 
percentage of black households board lodgers in 
all kinship classes than do white households. 

The distribution of the number of lodgers by 
the relationship of the lodger to the head -of- 
household (Table 7) indicates that in a majority 
of cases the lodger is a child living in a house- 
hold with just his parents. The next largest 
group is households with one child over 18 living 
with his parents and one other lodger, Relatives 
other than ehildren and non -related lodgers simi- 
larly tend to be the only boarders in a household. 

The heterogeneity of the lodger population 
would not lead us to expect the existence of a 
simple relationship between family income and 
either the number or kinship relation of the 
lodgers in a household. Nevertheless, both lower 
and upper income families house lodgers as a 
higher rate than do families in the lower - middle 
income bracket (Table 8.). As income increases, 
however, the percentage of the lodgers who are 

children over 18 tends to increase (Table 9.), 
while the percentages of both other related and 
non -related lodgers decrease as income increases. 
We should emphasize that the data reflèct total 
family income and not solely that of the head -of- 
household; a large percentage of the lodgers who 
are children over 18 are employed and would be 
contributed to the family income, while elderly 
unemployed other relatives and non -related indivi- 
duals would usually not be contributing directly to 
the total family income. 

Having examined the kinds of households within 
which lodgers reside, we now turn to an examination 
of the kinds of dwelling units characteristic of 
these households. Nearly 80% of the housing units 
in Wichita- Sedgwick County are single family homes. 
Thus, it is not surprising that most of the lodgers 
live in single family units. It is thus interest- 
ing to note that, even in light of this fact, a 
higher percentage of the single family homes house 
lodgers than do multiple family units. Children 
over 18, for example, are more likely to reside in 
single family dwellings than are other relatives or 
non -related lodgers (Table 10.). Controlling for 
the total number of units which are owned and of 
those which are rented, households with lodgers 
are about half as likely to live in rented accomo- 
dations as in owned quarters (11.5% and 22.6 %, 
respectively). Related lodgers tend to live in 
accomodations owned by the householder whereas 
non- related lodgers are more likely to live in 
rented quarters (Table 11.). The latter trend is 
also reflected in the distribution of the number 
of lodgers with respect to the value of owned 
housing units and with respect to the monthly 
rent of leased accomodations: for owned units, 
the percentage of households with three or more 
lodgers remains more or less constant, while that 
with one or two lodgers increases as the value of 
the home increases (Table 12.). For rented units 
the distribution of households in terms of the 
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number of lodgers is virtually the same for all 
rental categories (Table 13.). 

4. CONCLUSIONS 
The foregoing analysis has detailed the non- 

homogeneities. in the characteristics of the lodger 
population for Wichita -Sedgwick County, Kansas. 
In addition, it has indicated some of the charac- 
teristic occupancy patterns of the lodgers relative 
to demographic and economic attributes of the 
households and dwelling units within which they 
reside. Other available evidence suggests, for 
the most part, that, in terms of a large number of 
socioeconomic and demographic characteristics, the 
Wichita area is typical of many other American 
cities of similar size .7 Therefore, while the 
inferences of this study are specific to Wichita 
in 1973, it may be surmised that these results are 
applicable to other cities as well. Note also 
that, due to the cross -sectional nature of the 
available data, we have not attempted to estimate 
the differential latent demand for housing of the 
various sub- groups identified for the lodger pop& 
lation. Although such an analysis would be diffi- 
cult with the kinds of data available from the 
Federal decennial census (i.e., in that it is 
neither sufficiently detailed nor capable of being 
structured as longitudinal records), the records 
of the Wichita Enumeration provide such a data 
base. As the files for the enumeration become 
available for years subsequent to 1973, it will 
thus be possible to calculate rates of movement of 
the subgroups of lodgers into the housing market. 
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Table 1A. Distribution of children over 18 with 
respect to age, sex, and employment status. 

EMPLOYMENT 

full- part- not in 
time time 

unemp 
force 

18 627 631 83 688 
19-21 1625 897 122 960 

MALE 22 -35 1408 349 88 404 
36-45 137 49 13 47 
46-65+ 78 10 4 40 

66 2 0 0 5 

18 342 569 57 778 
19-21 858 762 180 1041 

FEMALE 22 -35 658 142 49 330 
36-45 90 31 2 29 

107 19 3 73 
66 7 1 1 51 

Table 1B. Distribution of other related lodgers 
with respect to age, sex, and employment status. 

EMPLOYMENT 

full - part- not in 
time time 

unemp 
force 

18 52 41 12 53 
19-21 112 24 11 26 

MALE 22 -35 224 19 12 34 
36-45 47 1 0 13 
46-65+ 69 4 2 55 

66 33 5 4 164 

18 16 32 11 112 
19-21 63 36 11 55 
22 -35 101 19 11 64 
36-45 31 4 1 22 
46-65 123 15 3 201 

66 53 19 11 818 

Table 1C. Distribution of non -related lodgers 
with respect to age, sex, and employment status. 

18 

19-21 

MALE 22 -35 
36-45 

66+ 

18 

19-21 
FEMALE 22 -35 

36-45 
46-65 

66+ 

EMPLOYMENT 

full - part - 
time time 

43 
292 
461 

49 
41 

58 

14 

71 

68 

4 
6 

5 

48 20 
211 
256 30 
27 1 

64 6 

54 3 

unemp 

10 

11 

16 

1 

o 

1 

9 
17 
11 

o 

1 

not in 
force 

27 
63 

55 
o 

Table 2. Distribution of lodgers with respect to 
age, sex, and relationship to head -of- household. 

CHILDREN 
OVER 18 

18 19-21 22 -35 

AGE 

36-45 46-65 66+ 

male 2561 3812 2349 246 132 11 

female 1850 2916 1240 152 255 234 

OTHER 
RELATIVES 

male 151 168 282 61 130 206 
female 181 159 363 56 343 911 

NON - 
RELATIVES 

male 103 450 626 57 77 147 
female 114 371 346 38 117 168 

Table 3. Distribution of lodgers with respect 
marital status of head -of- household. 

MARITAL STATUS 

CHILDREN 
OVER 18 

OTHER 
RELATIVES 

NON - 
RELATIVES 

TOTAL 

Spouse Spouse 
not present present 

3304 15090 
(37.5) (81.2) 

2560 2830 

(29.1) (15.2) 

2943 664 
(33.4) (3.8) 

8807 18584 

to 

Table 4. Distribution of number of lodgers in 
household by marital status of head -of- household. 

MARITAL STATUS 

Spouse 
present 

10360 

(74.1) 

2864 

(20.5) 

581 

(4.2) 

165 

(1.2) 

total 13970 

NUMBER OF 
LODGERS IN 
HOUSEHOLD 

2 

3 

4+ 

Spouse 
not present 

4806 

(74.4) 

1197 
(18.5) 

302 

(4.7) 

151 

(2.3) 

6456 

Table 5. Distribution of types of lodgers with 
respect to sex of head -of- household. 

SEX OF HEAD-OF- HOUSEHOLD 

male 
23 CHILDREN 15409 

39 OVER 18 (73.0) 

OTHER 3513 
RELATIVES (16.7) 

NON- 2172 
RELATIVES (10.3) 

TOTAL 21094 

33 
66 
32 
6 

85 
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female 
2829 
(46.9) 

1821 

(30.2) 

1386 
(23.0) 

6036 



Table 6. Distribution of number of lodgers with 
respect to sex of head -of- household. 

SEX OF HEAD-OF- HOUSEHOLD 

male 
NUMBER OF 

11728 
LODGERS IN 1 

HOUSEHOLD 
3229 

2 (20.4) 

655 
(4.1) 

+ 207 

(1.3) 

total 15819 

female 

3286 

(74.6) 

(18.0) 

218 

(4.9) 

108 

(2.5) 

4407 

Table 10. Distribution of types of lodgers with 
respect to the number of units in structure. 

CHILDREN 
OVER 18 

OTHER 
RELATIVES 

NON - 
RELATIVES 

TOTAL 

NUMBER OF UNITS 

SINGLE MULTI- 
FAMILY FAMILY 

13038 815 

3709 676 

1880 1293 

18627 2784 

Table 7. Distribution of number of lodgers in 

household by the relationship of the lodger to 

the head -of- household. 

NUMBER OF LODGERS IN HOUSEHOLD 

1 2 3 4+ total 

CHILDREN 
10643 2822 533 111 14109 

OVER 18 

OTHER 
2626 720 223' 141 3710 

RELATIVES 

NON -1897 519 127 60 2603 

RELATIVES 

Table 11. Distribution of types 
respect to tenure status of 

TENURE 

OWNED 
CHILDREN 14627 

OVER 18 (75.8) 

OTHER 3566 
RELATIVES (18.5) 

NON 1116 

RELATIVES (5.8) 

TOTAL 19309 

of lodgers with 
dwelling unit. 

RENTED 
2414 

(39.3) 

1495 

(24.3) 

2231 

(36.3) 

6140 

Table 8. Distribution of number of lodgers in 
household with respect to family income. 

FAMILY INCOME 

under $4000- $10,000+ 
$4000 $9,999 

NUMBER OF 
LODGERS IN 0 85.8% 92.2% 86.6% 
HOUSEHOLD 

1 -2 13.2% 7.4% 12.7% 

3+ 1.0% 0.4% 0.7% 

Table 12. Distribution of number of lodgers in 
household with respect to the value of owned 
units. 

NUMBER OF LODGERS 

0 1 -2 3+ 
VALUE$0-$4,999 

88.4% 10.7% 0.9% 

$5,000- $9,999 85.3% 13.7% 1.0% 

$10,000 -$14,999 83.3% 15.8% 0.9% 

$15,000- $19,999 82.6% 16.5% 0.9% 

$20,000- $24,999 80.9% 18.1% 1.0% 

$25,000+ 80.1% 18.8% 1.1% 

total sample size: 101,681 

Table 9. Distribution of types of lodgers with 
respect to family income. 

total sample size: 74,476 

Table 13. Distribution of number of lodgers in 
household by monthly rent. 

CHILDREN 
OVER 18 

OTHER 
RELATIVES 

NON - 
RELATIVES 

TOTAL 

under 
$4000 

733 

526 

414 

1673 

FAMILY INCOME 

$4000- 
$9,999 

2756 

1146 

738 

4640 

$10,000+ 

6878 

1026 

722 

8626 

NUMBER OF LODGERS 

0 1 -2 3+ 

88.3% 11.1% 0.6% 

90.2% 9.2% 0.6% 

88.6% 10.6% 0.8% 

86.7% 12.7% 0.6% 

88.1% 10.8% 1.1% 

39,625 

RENT 

$50-$99 

$100-$149 

$150-$199 

$200+ 

total sample size: 

255 



ERRORS IN VARIABLES FOR THE SIMPLE LINEAR MODEL: THE 
EFFECTS OF CORRELATED ERRORS OF MEASUREMENT ON INTER- 

VAL ESTIMATION AND HYPOTHESIS TESTING 

John J. Chai and George Frankfurter, Syracuse University 

1. INTRODUCTION 

1.1 Purpose and scope: It is well known that 
the Ordinary Least Squares Estimator (OLSE) of 

the regression coefficient for the simple linear 
regression model 

Y a + + 

is biased and not consistent when both variables 
are subject to errors of measurement [9], A num- 
ber of studies in this area largely deal with 
simple models [e.g., 1, 3, 6, 8, 10]. In these 
studies each of the "true" values and the corre- 
sponding error terms are assumed to be uncorre- 
lated. Also, the two error terms are assumed to 
be uncorrelated. There were some exceptions how- 
ever. Chai [1] and Cochran [3] disucss some 
effects of correlation between the two error 

terms and between the "true" independent variable 
(X) and its errors of measurement. Although no 
empirical results have been published, some have 
mentioned possible cases where correlation between 

the "true" independent variable and its measure- 
ment errors may exist. 

The purpose of this paper is to examine, for 
a range of different values of and other rel- 
evant parameters, the bias of the Ordinary Least 
Squares Estimator of due to 

(1) Correlation between the errors of mea - 
surement of the "true" values (i.e., 

pde)' 

(2) Correlation between each of the errors 
of measurement and the respective "true" 
values (i.e., 

-Xe' pYd' (Ye). 

Further, the paper shows the effect of the 
bias of the OLSE of ß on the confidence interval 
estimation for ß and the hypothesis testing for 

0=0 v.s. 340. 

1.2 The rationale for this study: In econ- 
ometric research it quite often happens that 
there would be certain relationships between 
errors of measurement and the "true" variables 
and between measurement errors themselves. For 
example, in measuring the values of housing, the 
error of measuring expensive units may be posi- 
tively correlated with the "true" values of the 
units, because there exists a tendency to under- 
value housing in ghetto areas and overestimate 
property value in suburban areas. Another case 
may be measurement of family income. The error 
of measurement might be negatively correlated 
with the "true" family income, because of the 
tendency of under- reporting of higher income and 
of over -reporting lower income. 

Still another group of examples could be 
found in time series data. If the independent 
variable is a function of time, and if the errors 
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of measurement for the "true" value for the earli- 
er period are greater (because of lack of memory, 
for example) than the ones for the recent measure- 
ment, then one would expect a correlation not only 
between the "true" value and the error of measure- 
ment, but also a correlation between errors over 
successive time periods. 

In the case of a stock market index it may 
happen that the majority of the securities in the 
index over -react to the general trend of the mar- 
ket. They go up more on an "up- market" and go 
down more on a "down- market" than the average 
movement of the universe of all securities. 

All these socio- economic interrelationships 
between the "true" values of the two variables 
and between their respective errors of measurement 
warrant a careful examination of the effects of 
various errors of measurement on the OLSE of ß. 

In section 2 the mathematical model, the bias, and 
the bias relative to the true are presented. A 
discussion on the effect of the bias on the OLSE 
is presented in Section 3. 

2. THE MODEL 

2.1 Bias: Let Y and X respectively be the 
"true" values for a population element and let 
the relationship between Y and X be given by a 
linear regression model 

Y=a+ßX+e (1) 

where is a random residual of the regression. 
We assume that both X and Y are subject to errors 
of measurement and let the values actually obser 
observed be: 

x X + d 

y Y + e 

(2) 

(3) 

where d and e represent measurement errors. Sub- 
stituting (2) and (3) into (1) results in 

y =a +ßx +u (4) 

where u=- ßd +e +e (5) 

we assume that X, Y, d, and e jointly follow a 
multi -variate normal process with mean vector 

and variance -covariance matrix 

2 
a 

2 

aXd 

aXd 

aYD 

2 

aYe 
ade 

aYe 

ode 

2 
a 
e 



Hence, the regression given by (4) above is lin- 
ear according to Lindley [11]. 

Without loss of generality we assume that all 
means are put equal to zero (a =0) for the purpose 
of deriving the bias of the OLSE. Let the OLSE 
of be denoted by b. Then b = Exy /Ex2 and for 

the regression of y on x, E(b) E {xE(yIx) /Ex2 

Furthermore, the regression of y on x is linear 
so if we write E(ylx) = Xx we have E(b) X. X 

is found, therefore by evaluating E(ylx)/x. But 
first, evaluate E(ylx). 

E(ylx) ßx + E(ulx) = ßx + E(elx) - ßE(dlx) 

+ E(elx). Since axe = 0 and = 0, we have 

E(ylx) ßx + E(elx) - E(dlx). (6) 

We now evaluate the last two terms of the right - 
hand side of equation (6) each divided by x as 
follows: 

2 

E(dlx) E(dx) E {d(X +d)} + ad 

E(x2) E(X+d)2 a + 2aXd + 

E(elx) E(ex) E {e(X +d)} 0Xe + ade 

E(x2) E(X+d)2 + 2aXd + 

Thus, by substitution 
+ ade - + 

+ 2aXd + 

The bias is therefore the second term on the 
right -hand side of (7). Let the bias be denoted 
by Bb. Rewriting it in terms of correlation 
coefficients 

pXd' pXe' 
and pde' we obtain 

+ pdeodoe - ß(pXdaXad 
Bb 

2 2 
(8) 

+ 
2PXd0X0d + 

We define the relative biases as follows: 

(1) Bias relative to ß: Bb /ß 

(2) Bias relative to ab. Bb/ab 

where ab is the standard error of b, i.e., 

ab = au/ E(x -x)2 

and from (4) and (5) 

= E(y - a + $x)2 = + e - ßd)2 

= o + + ad ßade 

(9) 

(10) 

2.2 Effect of bias on confidence interval 
for ß: Assuming that we have a multivariate 
normal distribution of X, Y, d, and e, the OLSE 
of 8, b is normal. Let and respectively be 
defined as follows: 

bL ab 

+ 
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where 

z = {b-E(b)} 

Now let ZL and respectively be the standard- 
ized values of and bU. Then 

ZL = - Izl - Bb /ab 

zu = IzI - Bb /0b 

The z indicates the desired level of confidence 
and ZL and ZU indicate the actual level of confi- 
dence realized. 

2.3 Effect of bias on testing of hypotheses 
0=0 v.s. 00: In testing of the null hypothesis 
H0:ß =0 against the alternative H1:00 with Type I 

error controlled, the critical values (action 
limits) in terms of standardized values, Al and 
A2 actually realized are 

Al = 0 - Izl - Bb /ab 

A2 = 0 + - 

3. DISCUSSION 

First we consider bias relative to ß. The 
relative biases for different parameters are 
shown by three figures attached. Each figure con- 
tains three graphs -- the one on the left is for 

pxy = .1, the center one is for = .5, and the 
one on the right is for .9. Each graph 
shows the relative biases for pde + .1, .5, and 

.9 and for various values of the error variances 

a2 
d 
/a2 and a2 /a2. Figure 1 is for pXd = 0 and 

pXe = 
Figure 2 is for pXd = 0.9 and pXe = 0.9, 

and Figure 3 is for pXd = -0.5 and pXe = -0.5. 

The main points of these graphs are: (1) for 

given PXd, PXe, and pde, the greater the Psy, the 
smaller the relative bias for the ranges of the 
error variances considered. But the magnitude of 
the relative bias is substantial even when =0.9 
PXd 0, and P = 0 (see Figure 1). As pXd and 

pXe 
increase, Me relative biases increase -- with 

much more variation over different Pde's for low 
than for high Psy. For PXd <0 and PXe <0, the 

relative bias varies more over different 
for given pxy than the relative bias does for 
PXd >0 and PXe (2) For given PXd and PXe the 
relative bias varies more for low values of 

/aX and than for higher values of the same 

parameters; conversely, the relative bias varies 
more for high values of Pde and than for 

e Y 
lower values of 

de 
and /a. When PXd <0 and 

<0 the relative bias is highly sensitive to 
change in a2 /a2 a2, 2 and pde (see Figure 3). 

d X e Y 



Next we consider the effect of the bias on 
interval estimation of and on hypothesis test- 
ing, It is well known that if an estimator is 
biased the probability of including the parameter 
in the confidence interval is reduced and that 
the amount of loss in probability in general is 
quite serious as the bias relative to the stand- 
ard error of the estimator is greater than 0.2. 
Table 1 presents the actual probability realized 
for a 95 per cent confidence interval for O. The 
data presented in this table are for P .55 

only. According to the table, the probability 
decreases as IPXdI increases for a given sample 
size (n) and for a given ode, except for Pde = 0 
and -.56<PXd.5-.86. The probability also 
decreases rather rapidly as n increases (except 
for ode = 0 and = -.86). This is expected 
since o2 gets smaller as E(x -x)2 decreases when 

n increases, whereas the bias Bb is independent 
of n. 

In the case of hypothesis testing, the same 
consequence is realized as in the case of inter- 
val estimation. This time, however, the probabil- 
ity of accepting the null hypothesis when it is 
indeed true. 

In short, what we have shown and reemphasized 
(on the basis of the model which is more general 
and perhaps more realistic) is the danger of 
using the OLSE of when both variables are sub- 
ject to errors of measurement. As many statis- 
ticians are aware, there has been some progress, 
however limited, in finding ways of improving 
estimation methods and a way of actually assess- 
ing the various error parameters, but there is 
much need for more research in this area. 
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TABLE 1 ACTUAL CONFIDENCE LEVEL 

REALIZED FOR 95 PER CENT CONFIDENCE 

(For p = .55) 

Pde PXd 10 
Sample 

25 

Size 
50 100 

.43 .86 .7985 .4840 .2709 .0505 

.56 .8555 .6406 .3707 .1075 

.9305 .8835 .7612 .6141 

-.56 .9333 .8817 .8300 .6985 
-.86 .4920 .0250 0 0 

0 .86 .7157 .2946 .0401 0 

.56 .7580 .3783 .0401 .0000 

0 .8395 .5987 .2062 .0708 

-.56 .9219 .8300 .6772 .4840 

-.86 .9498 .9477 .9449 .9441 

-.43 .86 .5714 .1492 .0150 0 

.56 .6217 .1922 .0078 0 

o .6844 .3372 .0559 .0018 

-.56 .7454 .2451 .0582 .0021 

-.86 .7190 .1635 .0154 0 
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Figure 1 The relative bias of the OLSE for 0, and for selectea values 
of 

*Remark: Solid lines in Figures represent the relative bias for positive and the 
broken lines show the relative bias for negative p .. The numbers on the delines 
indicate the magnitudes of pde. For example, 9 meIhs pde .9 if is on ,a solid 
line, it means pde -.9 if on a broken line. The numbers at the end of curves 
indicate 
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MULTI -STAGE SAMPLING WITH PARTIAL REPLACEMENT OF THE SAMPLE ON SUCCESSIVE OCCASIONS 

R. P. Chakrabarty and D. S. Rana, University of Georgia 

In t is paper, we develop the theory of sampling 
on successive occasions when the sampling design 
is multi- stage. We consider four different sam- 
pling plans, with different combinations of re- 
placement of primary and secondary sampling units 
for the case of the two -stage sampling on two oc- 
casions. The best linear unbiased estimates of 
the population mean on the current occasion, the 
change from one occasion to another and the over- 
all mean over two occasions are given. The rela- 
tive efficiencies of the four sampling plans are 
also given. It is shown that the partial replace- 
ment of the primary and secondary sampling units 
is generally efficient for the estimation of mean 
on the current occasion. 

1. INTRODUCTION 
In the study of any dynamic population that 

changes with time, it is necessary to sample the 
population at different time points to obtain re- 
liable estimates of the population parameters, 
Generally speaking, we may be interested in esti- 
mating three different parameters:(1) The popula- 
tion mean on the most recent occasion,(2) the 
change in the mean from one occasion to the next, 
(3) The mean over all occasions in a given period 
of time. For the special case of the simple ran- 
dom sampling the theory of successive sampling has 
been developed by Jessen (1942), Yates (1960), 
Patterson (1950), Eckler (1955), and Rao and 
Graham (1964). Recently, Singh (1968) and Singh 
and Kathuria (1969) have obtained some results on 
the successive sampling for a two -stage sampling 
design. In this paper, we develop the theory of 
successive sampling in the case of two -stage 
sampling. The extension of the theory of 
successive sampling from the single stage to 
the two -stage sampling is of considerable prac- 
tical importance since usually a survey design 
is two -stage or multi- stage. We consider four 
different sampling procedures for the case of 
two -stage sampling on two occasions only. In 
all sampling procedures, we restrict ourselves 
to the following two - stage design for simplicity: 

N =the number of primary sampling units ( psu's) in 
the population 

M =the number of the secondary sampling units 
(ssu's) in each psu in the population 

n =the number of psu's in the sample 
m =the number of ssu's in each psu in the sample. 

The psu's and ssu's are selected by simple random 
sampling without replacement on each occasion and 
n «N8m «M so that the finite population correc- 
tion factors in the variance formulas can be ig- 
nored. In deriving the variances of the estimates 
we shall also ignore the covariance terms which 
are of order 1 /N, The sample size on each occas- 
ion is nm. Some notations are introduced here 
that will be used in the subsequent sections, 

=the 
value of y for the -th secondary in the 

k -th primary on the i -th occasion (1 =1,2). 
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N M 

Yi.. k=1 

=the population mean of y on the ith occasion 
(i =1,2). 

N 

Sbi- E (Yik.-Yi..)2/(N-1) 
k=1 

=mean square error between psu means in the 
population on the i -th occasion (1 =1,2) 

N M 
E E 

S2 k=1 

wi N(m-1) 

=mean square error between ssu's within psu's 
in the population on the i -th occasion (1=1,2) 

N 

pbijSbiSbj (N-l) Y1..)(Yjk. 3..) 

=true covariance between the psu means on the 

i -th and j -th occasions (i #j =1,2). 

N M 

N(M -1) 
k£1 =1(yikß- 

'jk.) 

=true covariance between ssu's within psu's on 

ï.th and occasions (i #j =1,2). 

The four sampling procedures that we consider 
for the two -stage sampling design are as follows: 

Procedurel: Retain all primary sampling units 

(psu's) and from each of these psu's make a fresh 

selection of secondary sampling units (ssu's) on 

the current occasion. 
The pattern of sampling may be illustrated as 

follows: 
Sample fraction 
of Secondaries 

First Occasion xxxx psu's 
same but 
ssu's 
different 

Second Occasion xxxx 

72..I 

where =mean per secondary on the i -th occa- 

sion based on ssu's that are present only on 
the i -th occasion (i =1,2) 
Procedure II: Retain only a fraction p of the 
psu's with their samples of ssu's from the previous 
occasion and make a new selection of fraction q of 
the psu's on the current occasion, where p +q =1. 
Sampling Pattern 

Sample fraction np nq nq 
of psu's 

xxx xxxx 
First Occasion 



xxxx Second Occasion xxx 

psu's ssu's psu's ssu's) 
same different 

where 

mean per secondary on the occasion 
(i =1,2) based on npm units common to 
both occasions 

= 
mean per secondary on the i-th occasion 
based on nqm units that are present on 
the i-th occasion only (i =1,2). 

Procedure III: Retain all the psu's from the pie- 
ceeding occasion, but retain only a fraction p of 
ssu's within each of the psu's retained and make 
a fresh selection of the remaining fraction q of 
ssu's on the current occasion, (p +q =1). 

Sample fraction 
of ssu's npm nqm 

First Occasion xxx xxxx 

Second Occasion xxx 

nqm 

xxxx 

psu's psu's same but 
same ssu's different 

where 

= mean per secondary on the occasion 
(i =1,2) based on npm units present on 
both occasions. 

= 
mean per secondary on the ìth occasion 
for nqm units that are present only on 
the i -th occasion (i =1,2). 

Procedure IV: Retain a fraction p of psu's from 
the previous occasion and in each of these psu's 
retain only a fraction r of the ssu's and make a 

fresh selection of fraction s of ssu's (r +s =1). 

Also select the remaining fraction q of the psu's 
on the current occasion. 

Sampling Pattern 
Primaries 

np nq 

Secondaries nprm npsm 

First occasion xxx xxxx 

IV 
Second Occasion xxx xxxx 

y2 IV y2 .. IV '2. . IV 

psu's,ssu's psu's same both psu's 
same ssu's diff. and ssu's 

where different 

1 IV 
mean per secondary on the i -th occasion 
(i =1,2) based on nprm units that are 
present on both occasions. 

IV = 
mean per secondary on the i -th occasion 
(i =1,2) based on npsm units that are pres- 
ent only on the i -th occasion (i =1,2), 

= 
mean per secondary on the i -th occasion 
based on the nqm units that are present 
only on the i -th occasion (i =1,2), 
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We obtain the best linear unbiased estimates 
of the change and over all mean under procedures 
I, II III. The best linear unbiased estimate 
of the population mean on the current occasion is 
given under procedure IV also. The relative ef- 
ficiencies of suggested sampling procedures are 
given. 

2. ESTIMATES OF THE CHANGE 

2.1 Procedure I: A linear unbiased estimate of 
the change in the population mean is 

given by 

AI = 

and its variance is 

Var(A1)= + 

(2.1) 

+ + - 2Pb12 n 

If the variance components on two 
same, that is 

S = 2 = ' 1 

pó12 pb then the variance of AI 

simplified to 
S 
2 

S 
Var(A1) = I(1 + ] 

occ sions remain 
= S'2 = s2 and 

is further 

(2.2) 

If independent samples are drawn on each occasion, 
the variance of AT is 

S 

Var(A1)= (Sb + (2.3) 

If the same sample is repeated on each occasion, 
the variance of is 

2 

Var(A1)= + ID] (2,4) 

A comparison of (2.2),(2.3)$(2.4) shows that for 
>0, the most precise estimate of change 

is obtained by observing the sample on each occa- 
sion. The partial replacement policy is, however, 
superior to the policy of complete replacement. 

2.2. Procedure II: A general linear estimate of 
the change _ may be written in the fol- 

lowing form: 

(2.5) 

Now E(AII) = (a +b) 
'l..+ 

(c+ d) Y2.. 

If is to be an unbiased estimate of the change 

Y2, - Y1.., then a +b = -1 and c +d = 1, and 

Consequently, the variance of AII is 

Var(AII) =a2 
nq +(l 

+a)2n1 
np 

-c)2°2 
-2c(l +a) 

12 
(2.7) 

where S2 

= =1,2 



bj 
Pwij = 1,2 

The values of a and c that minimize the variance 
of are obtained by solving the following 

equations 

Var(41) = 0 and Var(. 1) 

as 

a0 = 

slat 
-ß12q2 

If we assume that 
2 2 2 2 2 2 

Sb2= Sb and Sw2= Sw 

= 0 

a1P(a2+ß12q) 

(say) 

(2.8) 

then = a2 = a and 012 = 0 (2.9) 

Now, using (2.6), through (2.9) we get 

A11 (Y2 .. I . I I) 

and 
a 

Var(AII) -2n 0<q <1 and a >0 

and its variance after some algebraic manipula- 
tion can be obtained as 

1 -p S2 
Var(A II) = 

(1 +(1- (2.14) 

Special Cases 

(i) For q =0, 

(ii) Forq =1, 

S2 

(1-pb)Sb+(1-Pw) 

Var(f./II) 
ñ[(1-Pb)Sb+ m (2.16) 

It may be noted that for q =1, the procedure III 
becomes identical to procedure I, and the var- 
iance in (2.16) checks with that in (2.2). 

Now, from (2.14), (2.15) and (2.16) it can be 
seen that for q =0, the variance of is min- 

imized. Therefore, the most precise estimate of 
change is obtained by repeating the same sample 
on each occasion. It follows from (2.14) and 
(2.16) that a policy of partial retention is 
superior to the policy of selecting independent 
samples on each occasion if 

Relative Efficiency: (i) Denoting the relative 
efficiency of procedure III with respect to pro - 

(2.10) cedure I by REC31, it can be seen from (2.2) and 
(2.15) that 

1 
(2.11) 

REC31- b 
Imp >1, for pb,pw >0, (2.17) 

1- 
Pb +(1 

w 
Thus, Var(A ) is minimum when q =0 and is maximum 
when q =1, 0>0. Hence to estimate change it 
is best to repeat the same sample on the second 
occasion if 

Relative Efficiency: Let REC21 denote the rela- 

tive efficiency of procedure II w.r.t. procedure 
I for the estimation of the change. From the 
equations (2.2) and (2.11) it can be shown that 

(1 m)[(1- +(1 
REC21 - (2.12) 

(1+ 

where = S2 /Sb. 

It is interesting to note that for q =0 (complete 
Matching), >0 and pw >0, REC21 <1, and REC21 <1 

if q = 0, Pb <0 and pw <0. But for <q <1, it is 

difficult to make analytic comparisons. The 

numerical evaluation of REC21 given by us in a 
technical report (1974) shows that for small 
values of m and q, and large values of pb and 

pw, procedure II is generally superior to pro- 

cedure I for estimating the change in the 
population mean. 

2.3 Procedure III: Following the methods of the 

previous section and under the assumption (2.9) 

it can be shown that the best estimate of the 
change is given by 

-t 
1-pwq III) 

q(1-Pw) -* 

III) 

Thus, procedure III is superior to procedure I 

for estimating change when p ,pw >0, 
(ii) let REC32 denote the relative efficiency of 
procedure III w.r.t. II for estimating the change. 
It follows from (2.11) and (2.15) that 

(1-Pwq)(1 
REC32 - 

+(l +(l 

(2.18) 

It may be noted that REC32 =1 for q =0 as it is ex- 
pected and for q =1 REC32 >1 if For 0<q <1, 

it is difficult to make analytical comparisons of 
the efficiencies. From the numerical evaluation 
of REC32, we find that the procedure III general- 
ly gives a better estimate of change than proced- 
ure II, and the gains are appreciable when q,pb, 

and m are large and is small. 

3. ESTIMATES OF THE OVER -ALL MEAN 
FOR TWO OCCASIONS 

3.1 Procedure I: A general linear estimate of 
the over -all mean on two occasions, 

= 
+Y2 
) is given by 

I 
(3.1) 

where and e2 are suitable weights depending 

on the relative importance of the two occasions 
and e1 +e2 =1, Suppose in the study of a disease 

(2.13) it is intended to estimate the average number of 
persons affected by it, then and e2 may be 
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taken in proportion to the number of affected 
persons on each occasion. Under.the assumption 

(2.9) the variance Sof ÿi2 is obtained as 

+ ) (3.2) 

If e1 =82= then 
S2 

[(1 +pb)S+ (3.3) 

If new samples are drawn on each occasion, then 

Var(yI) [Sb + 

Thus, for pb>0 procedure I does not provide an 

efficient estimate of the over -all mean. How- 
ever, if procedure I is perferable to draw- 
ing differ *nt samples on each occasion. 

3.2 Procedure II: One possible linear form of 
the estimate of the over -all population mean may 
be 

81[ +(1- 

+(l- 
(3.4) 

Where 0 
1 
and 82 are suitable weights that may be 

chosen according to the relative importance of 
the two occasions so that 81 +02=1; a and b are 

constants to be chosen in such a way that Var 
is minimum. From Singh (1968) who deve- 

loped this procedure we have the variance of 
under assumption (2.9) as 

S2 S2 

Var(ÿII) (3.5) 
S 

(l+Pbq)Sb +(l +Pwq) m 
Var(ÿ11) is minimum when q =1 and maximum when 

q =0 for Pb >0 and pw Hence, it follows, that 

to estimate the over -all mean for two occasions 
it is best to draw independent samples. However, 

if Pb <0, Pw<0, a partial replacement procedure 

will be more efficient. 

Relative Efficiency: The relative efficiency of 
procedure II w.r.t. procedure I for the estima- 
tion of the over -all mean from (3.3) and (3.5) 
is given by 

m)[(1 +(l 
REOM21= (3.6) 

(1 m)[(1 +(l 

Thus, REOM21>1 for q =1, pb >0 and REOM21 <1 for 

q =0 pb, pw Further, the numerical eval- 

uation of REOM21 shows that procedure II is 

superior to procedure I for pb, 1 <5 

and q> .5. 

3.3 Procedure III: A general linear estimate 
of the over -all mean, under procedure III, may 
be written as 
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* 

(3.7) 

where and 82 are suitable weights (81 +02 =1). 

It can be shown that under the assumption (2.9) 

the values of a and c that minimize Var(ÿ111) are 

given by 

P(82-81P0) 
a ; (3.8) 

82(1-PWg2) 

Therefore, with optimum values of a and c, 

becomes 

'III 
(1 q 

2 
) 
-1 

P(82- 

-p2 
2) 

(3.9) 

and its variance is, 

[(28182Pwq- 

If 01=02= 

Var 

S2 

+(8i+822)(1-PWg2)J 

S2 

(3.10) 

then 

1 

q b 
(3.11) 

Relative Efficiency: Note that for q =1, 

= Var(ÿ1) given in (3.3); but for 0 <1 and pb >0, 

w 
>0 procedure I is more efficient than procedure 

III. The relative efficiency of procedure IIw.rt 
III for the estimation of the over -all mean is 

given by l 
+pw 

(1 +Pb +(1 +p +(l 

REOM23- w (3.12) 

(1 +1)[1 +Pb +(1 +pw)L] 

We note that RE0M23 =1 for q =0 and for q =1, REOM23 

>1 if >o REOM23 <1 if pb For 0 <q <1 the 

numerical evaluation of REOM23 shows that proce- 

dure II is more efficient than procedure III and 

the gains in efficiency are appreciable for 

>.5 and q >.5. 
We find from the above results that for the 

estimation of over -all mean it will be statistical- 
ly more efficient to draw independent samples on 

each occasion when the correlation between the 

values of the sampling units on successive occas- 

ions is positive. However, practical considera- 

tions such as construction of frame, operational 
problems and costs may often weigh in favor of 
retaining a part of the sample from one occasion 
to the next. This policy of partial replacement 



is, of course, better if the correlation is 
negative. 

4. ESTIMATES OF THE MEAN ON THE 

CURRENT OCCASION 

4.1 Procedure I: A general linear estimate of 

Y2.., the population mean on the second occasion 

may be written as 

If 
is to be an unbiased estimate of Y 

2.., 
we must have a =0 and b =1. Thus procedure I 

becomes a trivial case. 

4.2 Procedure II: A linear unbiased estimate 

of 2.. may be expressed as 

t, 

y2.. a( y1. .I1- +(1- 

(4.1) 

From Singh(1968) we have the optimum values of 
a and c under the assumption (2.9) as 

a0 = /(a2- q'2ß2) c0= pa2 /(a2- q'2ß2) (4.2) 

and =a(a2- q'ß2) /n(a2- q'2ß2) (4.3) 

Where q' denotes the replacement fraction for 
psu's, Now Var(ÿ.11) /n for q' =0 or q' =1 and 

for all other values of q'(0 <q' <l) the partial 
replacement will be more efficient if O. 

Singh also shows that q' should always exceed 

4.3 Procedure III: The estimation of the mean 
on the current occasion under this procedure was 
investigated by Singh and Kathuria (1969), Under 
the assumption (2.9) they obtained the estimate 
and its variance as 

y2..III 

and 

(1-pwg') 

nm' 

(4.4) 

S2 S2 
= ñ + for q' =0,1 (4,5) 

where q' denotes replacement fraction for ssu's, 
From the results in (4.5) it is easily seen that 
it is advantageous to retain a part of the sample 
for estimation of the population mean on the 
second occasion. 

4.4 Procedure IV: A general linear estimate of 

Y2.,, the population mean on the second occasion 

may be written as 

'l 
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IV , IV 

Now +b +e)1.. +(e +d +f)ß2., 

If 2., and 2..1V is to be an unbiased 
estimate of 12.,, we must have a +b +e =0 and 

c +d +f =1 . Therefore, 

Y2..IV (a 

(4.6) 

+cY2..IV +dY2..IV (4.7) 

The variance of ignoring the finite pop- 

ulation correction terms and covariance terms 
which are of order 1 /N, is given by 

S2 S2 S2 S2 
V =Var 2 bl wl 2 wl 

(np nprm)+b ( ñp + npsm) 
S2 S2 S2 S2 

+b)2( +c2( b2 w2) 

nq nqm np nprm 

c2 2 c2 s2 

+d( + nsm) 
+(l- c- 

2 -b2 nq nq 

+2ab1 +lac Sb1Sb2 
( b12 

+2adp 
b12 b12 np 

2 

+2bdPb12Sbnpb2 + 2cdp (4.8) 

The optimum values of the weights a,b,c and d 
that will minimize are obtained by 

solving the following system of linear equations: 

=o, =o and =0. 

Under the assumption (2.9) these lead to the 
following equations. 

a[m(1- s) +(q +(1- q)(1 -s))$] 

+ b[ m( 1- s) +(l- q)(1- s)$] +c[Pbmq(l- s) 

+d[mq(1- s)pb] =0 (4.9) 

a [ ms+( l- q) s+] +b[ms +(q +(1- 

(4,10) 

a[ mq( 1- s +b[mq(1- +c[m(1 -s) 

+( q+( l- q )(1- s))$] +d[m(1- s) +(1- q)(1 -s)$] 

= m(1- q)(1- s) +(1- q)(1 -s]$ (4.11) 

amgsPb+ bmgsPb+ c[ms +(l- +d[ms +(q +(l- 

=m(1-q)s+(1-g)s4 (4.12) 

Solving the equations (4.9) through (4,12) the 
optimum values of a,b,c, and d can be expressed 
in terms of m,q and s, and parameters pb,pw and 

=S2 /S2 but they are too cumbersome to present 

here. The numerical values of the weights for 



selected values of the parameters are pre- 
sented in tables 1 and 2. Substitution of the 
optimum values of the weights a,b,c and d in 
(4.8) provide Var(ÿ2..1v) which is too complica- 

ted for analytical investigation of the replace- 
ment policy. To compare procedure IV with pro- 
cedures II and III the over -all replacement 
fraction should be same in each case. By equat- 
ing the number of unmatched units we obtain 

nq'm = npsm + nqm 

or q' = q +s -qs (4,13) 

where q' is the replacement fraction of psu's 
in procedure II and that of ssu's in procedure 
III. The relative efficiencies, REM42 and REM43 
of procedure IV w.r.t procedures II and III res- 
pectively have been evaluated numerically for 
selected values of m,q,s and parameters p 

b 
,p 
w 

and 

0. The results are given in tables 3 and 4. It 
can be seen from tables 3 and 4 that (1) proced- 
ures II and IV are superior to procedure III, and 
(2) for q>.5 and s >.5, REM42 >l, but the gains 
achieved are not high. Thus the choice between 
procedure II and IV for estimating mean on the 
current occasion may depend on other practical 
considerations such as cost and operational pro- 
blems in a given survey situation. 

We may mention that the efficiencies of the 
suggested sampling procedures have been illus- 
trated using 'live data' from the Georgia Agri- 
cultural Facts (1964) for the estimation of 
average corn -yield per acre on the current occas- 
ion. The procedure IV was generally superior to 
procedures II III but the gains achieved were 
modest. Further, the assumption (2.9)was found 
to be nearly valid in this case. These results 
are given in a technical report (1974). 
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Table 1. Values of the weights a, b, c and d for pb = .7, = .5, m = 4 and a set of values of pw 
and s . 

= .3 q = .5 q = .7 

s a b c d a b c d a b c d 

.1 -.1613 .0190 .6639 .0648 -.1901 .0074 .5141 .0466 -.1738 .0002 .3509 .0293 

.3 

.5 

-.1774 
-.1687 

.0389 

.0343 
.5366 
.4060 

.1920 

.3216 

-.1872 

-.1658 
.0097 

-.0060 
.4194 

.3196 
.1396 

.2367 

-.1608 
-.1359 

-.0072 
-.0257 

.2881 

.2204 

.0890 

.1525 b 
.7 -.1312 .0014 .2637 .4621 -.1225 -.0426 .2086 .3438 -.0966 -.0574 .1439 .2232 
.9 -.0564 -.0680 .0976 .6250 -.0505 -.1064 .0774 .4691 -.0384 -.1062 .0532 .3062 

.1 -.1834 .0319 .6727 .0605 -.2139 .0173 .5280 .0402 -.1973 .0067 .3684 .0256 

.3 -.2204 .0736 .5600 .1739 -.2271 .0365 .4462 .1231 -.1951 .0109 .3149 .0764 

.5 -.2271 .0852 .4462 .2872 -.2178 .0339 .3596 .2071 -.1777 .0011 .2555 .1311 b 

.7 -.1951 .0591 .3149 .4161 -.1777 .0026 .2555 .3059 -.1389 -.0274 .1817 .1971 

.9 -.0969 -.0306 .1336 .5919 -.0844 -.0775 .1083 .4429 -.0631 -.0875 .0763 .2889 

.1 -.2063 .0454 .6829 .0553 -.2394 .0278 .5443 .0365 -.2241 .0141 .3897 .0209 

.3 -.2691 .1127 .5912 .1496 -.2747 .0682 .4819 .1006 -.2387 .0334 .3518 .0587 
p 

.5 -.3047 .1526 .5081 .2339 -.2904 .0893 .4219 .1605 -.2403 .0408 .3124 .0961 b 

.7 -.3053 .1584 .4147 .3265 -.2778 .0842 .3488 .2304 -.2209 .0304 .2599 .1426 

.9 -.2127 .0761 .2485 .4887 -.1849 .0078 .2064 .3599 -.1398 .0299 .1517 .2325 
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Table 2. Values of the weights a, b, c and d for pb = .9, 0 = .5, m = 4 and a set of values of pw, 
q and s. 

q=.i 

s a b c d a b c d a b d 

.1 -.1972 .0159 .6804 .0646 -.2469 .0033 .5524 .0477 -.2485 -.0047 .4129.0321 

.3 

.5 

-.2070 
-.1914 

.0296 

.0183 

.5522 

.4194 

.1923 

.3237 
-.2344 
-.2023 

-.0033 
-.0287 

.4533 

.3472 
.1440 
.2461 

-.2228 
-.1834 

-.0224 
-.0525 

.3408 

.2617 
.0983 
.1700 b 

.7 -.1461 -.0221 .2734 .4674 -.1465 -.0764 .2276 .3600 -.1274 -.0974 .1712 .2510 5 

.9 -.0619 -.1003 .1016 .6353 -.0594 -.1535 .0847 .4949 -.0496 -.1614 .0633 .3465 

.1 -.2204 .0293 .6909 .0596 -.2746 .0139 .5710 .0421 -.2823 .0030 .4414 .0271 

.3 -.2520 .0655 .5785 .1723 -.2800 .0260 .4865 .1245 -.2692 -.0013 .3804 .0823 

.5 -.2529 .0715 .4634 .2864 -.2613 .0152 .3949 .2120 -.2383 -.0210 .3104 .1436 

.7 -.2136 .0385 .3287 .4181 -.2089 -.0266 .2822 .3172 -.1815 -.0623 .2211 .2195 

.9 -.1048 -.0610 .1400 .6002 -.0975 -.1217 .1200 .4657 -.0803 -.1399 .0924 .3264 

.1 -.2445 .0431 .7030 .0537 -.3048 .0254 .5927 .0354 -.3224 .0118 .4765 .0207 

.3 -.3035 .1065 .6132 .1457 -.3352 .0610 .5307 .0982 -.3308 .0264 .4359 .0592 9 

.5 -.3352 .1424 .5307 .2290 -.3452 .0770 .4691 .1585 -.3241 .0278 .3909 .0993 

.7 -.3308 .1435 .4359 .3224 -.3241 .0648 .3909 .2316 -.2907 .0081 .3269 .1522 

.9 -.2279 .0518 .2597 .4907 -.2119 -.0268 .2321 .3729 -.1782 -.0716 .1892 .2591 

Table 3. REM42 and REM43 for 
Pb 

= .5, m = 4 and a set of values of q and s. 

q = .3 q= .5 q = .7 

REM42 REM43 q' REM42 REM43 q' REM42 REM43 

.1 .37 99 110 .55 100 114 .73 100 113 

.3 .51 97 110 .65 100 114 .79 102 113 

.5 .65 97 110 .75 101 113 .85 103 113 

.7 .79 99 110 .85 104 113 .91 106 112 

.9 .93 104 109 .95 108 112 .97 109 112 

.1 .37 99 111 .55 100 114 .73 100 114 

.3 .51 97 111 .65 100 114 .79 102 114 

.5 .65 97 111 .75 101 114 .85 104 114 

.7 .79 99 110 .85 104 114 106 113 

.9 .93 104 110 .95 109 113 .97 109 112 

.1 .37 99 111 .55 100 114 .73 101 114 

.3 .51 97 111 .65 100 114 .79 102 114 

.5 .65 97 111 .75 102 114 .85 105 114 

.7 .79 99 111 .85 105 114 .91 108 114 

.9 .93 106 110 .95 110 114 .97 111 113 

b 

pb=.5 

b 

Table 4. REM42 and REM43 for pb = .9, 0 = .5, m = 4 and a set of values of q and s. 
q q = q = .7 

s q' REM42 REM43 q' REM42 REM43 q' REM42 REM43 

.1 

.3 

.5 

.7 

.9 

.37 

.51 

.65 

.79 

.93 

97 

93 

90 

92 

102 

119 
119 
118 

118 

117 

.55 

.65 

.75 

.85 

.95 

99 

97 

98 

101 

112 

128 
127 
126 

126 
124 

.73 

.79 

.85 

.91 

.97 

100 
101 

103 
108 

117 

130 
129 

128 
127 
125 

b 

pb=.5 

.1 

.3 

.5 

.7 

.9 

.37 

.51 

.65 

.79 

.93 

97 
92 

90 
91 

100 

120 
119 

119 
119 
118 

.55 

.65 

.75 

.85 

.95 

99 
97 

97 
100 
111 

129 
129 

128 
127 
125 

.73 

.79 

.85 

.91 

.97 

100 
101 

103 
108 
117 

133 
132 
131 

129 

127 

b 

.1 

.3 

.5 

.7 

.9 

.37 

.51 

.65 

.79 

.93 

97 
92 

89 

90 
100 

120 
120 
120 

120 
119 

.55 

.65 

.75 

.85 

.95 

99 
97 

97 
100 
111 

130 
130 
130 
129 
127 

.73 

.79 

.85 

.91 

.97 

100 
101 
104 
109 
119 

135 
135 
134 

133 
130 

b 

pb=.9 
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PAIRWISE PROBABILITIES IN PROBABILITY NONREPLACEMENT SAMPLING 

James R. Chromy, Research Triangle Institute 

1. INTRODUCTION where 

The problem of controlling the pairwise 
probabilities, P(ij), in probability non - 
replacement sampling has existed since the 
development of a general theory of probability 
nonreplacement sampling in conjunction with the 
use of the Horvitz -Thompson estimator (ref. 1). 

A number of researchers have treated the subject 
directly or indirectly including Raj (ref. 2), 

Hanurav (ref. 3), Brewer (ref. 4), Durbin 
(ref. 5), Sampford (ref. 6), Jessen (ref. 7), 

Rao and Bayless (ref. 8), and Dodds and Fryer 
(ref. 9). Some of these approached the problem 
through a superpopulation model and examined 
such criteria as the superpopulation expectation 
of the variance of the Horvitz -Thompson estima- 
tor or the stability of the variance estimator. 
Jessen posed an intuitive criterion which relates 
most closely to the approach followed in this 
research, but he did not solve for optimum 
designs directly. 

A general superpopulation model with size 
measures defined to potentially achieve the prin- 
cipal advantages of probability nonreplacement 
sampling is described. Under this model the 
superpopulation expectation of the variance is 
not a function of the pairwise probabilities, 
P(ij). The criterion employed in seeking optimum 
designs is the superpopulation variance of the 
finite population variance. A general solution 
for the P(ij) in terms of the variances of the 
error terms in the superpopulation model is 
developed. Although the solution can be general- 
ized to any sample size, n (within certain 
restrictions), the problem of choosing three -wise 
to n -wise probabilities may still be difficult. 
A method for obtaining three -wise probabilities, 
P(ijk), consistent with the pairwise probabili- 
ties, P(ij), has been developed. 

2. THE HORVITZ - THOMPSON ESTIMATOR 

A theory for PPS nonreplacement sampling 
for within stratum samples of two or more 
elements was presented by Horvitz and Thompson 
(ref. 1). The unbiased estimator within Horvitz 
and Thompson's class two of linear estimators 
for probability nonreplacement (pnr) designs has 
come to be known as the Horvitz- Thompson esti- 
mator and is of the form 

n 
t(slpnr) = S Y[s(u)]/P[s(u)] 

u=1 

where 

s = [s(1),s(2),...,s(n)], a sample of 
n distinct elements from a 
sampling frame of N elements, 

Y(i) = the variate of interest in the 
sampling investigation for the 
i -th element in the universe, and 

P(i) = probability that the i -th element 
is included in the sample. 

In practice, the P(i) are usually determined so 

that 

P(i) = 
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X(i) = a known positive - valued variate 
associated with the i -th element 
in the universe, and 

N 
X( +) = S X(i). 

1 =1 

Horvitz and Thompson presented a formula for the 

variance of t(slpnr) under PPS sampling without 

replacement given by 

N 

V[t(slpnr)] = S 11'0_111-P(01/PM 
=1 

N N 
+ S S Y(i)Y(j)[P(ij) - P(i)P(j)]/[P(i)P(j)], 

i#j 
where 

P(ij) = the probability that the i -th 
and j -th units are both included 
in the sample (or the pairwise 

probability for the i -th and 

j -th units). 

Yates and Grundy (ref. 10) presented an 
alternate expression for the variance of the 
Horvitz -Thompson estimator, namely 

N N 
V[t(slpnr)] S S W(ij)D2(ij) 

i <j 

where 
W(ij) = P(i)P(j)- P(ij), 

D(ij) = Y(i)/P(i)-Y(J)/P(i). 

They also presented an alternate variance esti- 

mator which may be expressed as 

and 

n n 
v[t(slpnr)] = S S w[s(u),s(v)]D2[s(u),s(v)] 

u <v 

where 

w(ii) = W(ij) /P(ij) 

3. THE BASIC SUPERPOPULATION MODEL 

The model considered most relevant for 
study of the Horvitz- Thompson estimator and 
probability nonreplacement sampling is 

Y(i) = BX(i) + e(i) 
where 

B = an unknown constant, and 
e(i) = the error term which measures 

the deviation from the model. 

As pointed out by Horvitz and Thompson 
(ref. 1), t(slpnr) will have zero variance if 
P(i) is exactly proportional to Y(i) for all i. 

The proposed model is designed to take advantage 
of this possibility. By making the P(i) propor- 
tional to X(i), a nonzero variance of t(slpnr) 
occurs only if some of the e(i) are nonzero. 

Suppose one believed that a linear model 
with a nonzero intercept was more realistic for 
the population to be sampled. Such a model may 

be written as 

Y(i) = A + BZ(i) + e(i) 



where A and B are both unknown but nonzero 
constants and Z(i) is a measure of size. Use 
of the Horvitz -Thompson estimator and probability 
nonreplacement sampling with P(i) proportional 
to Z(i) would not provide the opportunity for a 
zero variance of t(slpnr) even if the e(i) were 
all zero. A zero variance would occur with the 
e(i) equal to zero only if the P(i) were exactly 
proportional to [A /B + Z(i)]. Unless one wishes 
to rely upon an extremely fortuitous set of error 
terms, e(i), to rescue the design and estimation 
plans from producing a large variance of t(slpnr), 
it appears more appropriate to use the no- 
intercept model 

Y(i) = BX(i) + e(i) 
where 

X(i) = A/B + Z(i). 

To define X(i), it is not necessary to know A and 
B individually, but only their ratio. Even a 
poor guess should lead to a better design than 
one that sets the P(i) in such a way that the 
principal advantage of PPS sampling cannot be 
achieved. 

In summary, the premise put forth here is 
that if one uses the Horvitz - Thompson estimator 
in conjunction with probability nonreplacement 
sampling, the proper course to follow is to set 

P(i) exactly proportional to some known X(i) 
which is believed to be approximately propor- 
tional to Y(i). If the no- intercept model does 
not present a good approximation of the Y(i) to 

X(i) relationship, the proper course to follow 
does not involve a magical choice of P(ij) to 
compensate for this shortcoming. It does involve 

the selection of some other variate as a measure 
of size. It should be noted that X(i) could be 
defined as a function of several other known 

variables. 
Consideration of an intercept model can be 

defended in the instance of multi -purpose sample 
surveys for modeling the variance of estimates 
associated with some less major purposes of the 

survey. The choice of the P(i) and P(ij) should 
probably still be based on some known variate, 
X(i), which fits the no- intercept model for the 
particular Y(i) that is associated with the 
major purpose of the survey. 

Suppose that the sampling statistician 
assumes the no- intercept model and utilizes as 

much information as is available to him to con- 
struct X(i) approximately proportional to the 
unknown Y(i). The following assumptions about 
the error terms appear reasonable in the predata 
collection stage of the sample design process: 

(1) Ee(i) = 0 for i 

(2) E[e(i) /X(i)]2 
for i 

(3) the error terms 

= 1,2,...,N, 

= s2(i) (finite), 
= 1,2,...,N, and 
are independent. 

The assumption of independence is not unrea- 
sonable if the X(i) are properly chosen and if 
stratification is used to its fullest extent 
consistent with requirements for the estimability 
of the variance. For most applications where 
PPS sampling is applied, deep stratification is 
also utilized. 

If one first assumes that the value of B is 
fixed and that the error terms sum to zero over 
the N population elements, then the independence 
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assumption is errorneous. Prior to sampling, 
however, B is not known and cannot be estimated. 
In this a priori sense, independence of error 
terms may be assumed as an indication of complete 
lack of further knowledge about the Y(i) given 
the X(i). 

4. THE SUPERPOPULATION VARIANCE OF THE 
FINITE POPULATION VARIANCE 

A particular outcome of the superpopulation 
model may be represented by an N- dimensional 
vector of error terms and designated as e. The 
transpose of e may be written as 

[e(1),e(2),e(3),...,e(N)]. 

For brevity, the Horvitz - Thompson estimator will 
be denoted by t(s) and its variance for a parti- 
cular finite population (i.e., for a particular 
e) will be denoted by V[t(s)le)]. The e indi- 
cates a particular sample of N error terms 
selected from the hypothetical superpopulation. 
The s indicates a particular sample of n elements 
selected from the finite population of N elements. 

In the finite population sense, the variance 
is computed over all possible samples s. The 
finite population variance is still a function 
of the error vector e. It is reasonable under 
the model to consider taking the expectation of 
V[t(s)le] over all possible outcomes e. The 
finite population variance for the Horvitz - 
Thompson estimator may be expressed in terms of 
the superpopulation model by selectively substi- 
tuting nX(i) /X( +) for P(i) and BX(i) + e(i) 
for Y(i) in the expression given in section 1. 
After some simplification this yields 

N 
n2X 2( +)V[t(s)le] S [B+e(i) /X(i)]2P(i)[1 -P(i)] 

i =1 

+ N 
+ S S [B+e(i)/X(i)][B+e(j)/X(j)][P(ij)-P(i)P(j)].. 

i#j 

After collecting terms in B2 and B, this expres- 
sion becomes 

N N N 
B2{ S P(0[1-P(í)] + S S [P(íj)-P(i)P(j)]} 

i=1 

N 
+ B{2 [e(i)/X(í)]P(i)[1-P(i)] 

i=1 

N N 
+ S [e(i)/X(i)][P(ij)-P(i)P(j)] 

i#j 

N N 
+ S S [e(j)/X(j)][P(ij)-P(i)P(j)]} 

i#j 

N 
+ S [e(i)/X(i)]2P(i)[1-P(i)] 

i=1 

N N 
+ [e(i)/X(i)][e(j)/X(j)][P(ij)-P(i)P(j)]. 

i#j 

After noting that 
N 
S [P(íj)-P(i)P(3)] -P(i)[1-P(i)i, 

j#i 



the expression simplifies further to 

N 
n2X 2( +)V[t(s)Ie] S [e(i) /X(i)]2P(i)[1 -P(i)] 

i =1 

N N 
+ S S[ e( i)/ X( i)][e(j) /X(j)][P(ij)- P(i)P(j)]. 

i #j 

Given the assumptions about the error terms, e(i), 
as stated above, the superpopulation expectation 
of the variance is simply 

N 
EV[t(s)le] n 2X2( +) S P(i)[1- P(i)]s2(i). 

1 =1 

Under the assumed model, the expectation of the 
variance is not a function of the pairwise pro- 
babilities and does not, therefore, provide any 
basis for selection of the pairwise probabilities. 

Since the particular choice of pairwise pro- 
babilities cannot be used to reduce the expected 
variance, another criterion must be developed. 
Intuitively, the sampling statistician should 
want to protect against an extremely large vari- 
ance. To protect against a large variance occur- 
ring most of the time, the sample design should 
produce variances that have a tight superpopula- 
tion distribution about their expected value. 
This intuitive criterion suggests minimizing the 
superpopulation variance of the finite population 
variance; this variance may be written as 

V {V[t(s)Ie]} = E {V2[t(s)Ie] }- E2 {V[t(s)Ie] 

Using the results obtained above, the square of 

the variance, V2[t(s)Ie], may be represented as 

N 

n4X 4( +)V2[t(s)Ie] ={ S [e(i) /X(i)]2P(i)[1- P(i)] }2 

i =1 

N N 
+ {S [e(i)/X(i)][e(j)/X(j)][P(ij)-P(i)P(j)]}2 

i#j 

N 
+ 2{ S [e(i)/X(i)]2P(i)[1-P(i)]} x 

i=1 

N N 

{S S [e(i) /X(i)][e(j) /X(j)][P(ij)- P(i)P(j)] }. 
1.#j 

The third term, or the cross product term can be 
seen to have a zero expectation under the assumed 
superpopulation model. After expanding the first 
two terms and noting which terms in the products 
have nonzero expectation, the superpopulation 

expectation of the squared variance, EV2[t(s)Ie], 
may be represented as 

EV2[t(s)Ie] 

N 
ñ 4X4(+){ S E[e(i)/X(i)]4P2(i)[1-P(i)]2 

i=1 

N N 
+ S S s2(i)s2(j)P(i)P(j)[l-P(i)][1-P0)] 
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N N 
+ 2 S S s2(i)s2(j)[P(ij)-P(i)P(j)]2}. 

It must be further assumed that E[e(i) /X(i)]4 
exists and is finite. 

The square of the superpopulation expecta- 

tion of the variance, E2V[t(s)Ie], may be written 
as 

N 

= n 4X4( +){ S s4(i)P2(i)[1- P(i)]2 
i =1 

N N 
+ S S s2(i)s2(j)P(i)P(j)[1-P(i)][1-P(j)]}. 

Combining the above results for EV 
2 
[t(s)le] 

and E2V[t(s)Ie] to obtain the superpopulation 
variance of the finite population variance pro- 
duces 

n4X 4(+)VV[t(s)Ie] 

N 

S {E[ (i) /X(i)]4- s4(i) }P2(i)[l- P(i)]2 
i =1 

N N 
+ 2 S S s2(i)s2(j)[P(ij)- P(i)P(j)]2. 

#j 

To minimize this variance by choice of P(ij), it 
is only necessary to consider those terms in the 
expanded form that are a function of the P(ij). 
This approach reduces to minimizing 

N N 
S S[P(i)P(j) - P(ij)]2s2(i)s2(j), 

or, in more compact notation 

N N 
S S W2(ij)s2(i)s2(j). 
i #j 

If the s2(i) are constant over all elements, i, 
this criterion reduces to the one suggested by 
Jessen (ref. 7). 

5. THE ALGEBRAIC SOLUTION FOR 
OPTIMAL VALUES OF P(ij) 

The solution for the P(ij) must satisfy the 
set of constraints 

N 
S P(ij) (n- 1)P(i). 

In terms of the W(ij), these constraints are 
equivalent to requiring that 

N 
S W(ij) P(i)[1- P(i)]. 

j 

The method of Lagrange multipliers may be 
used to obtain the constrained solution for the 
W(ij) and subsequently for the P(ij). The 
function to be minimized may be written as 

N N 

F {W(ij),K(i):i #j} = S S W2(ij)s2(i)s2(j) 
i #j 

N N 
- 4 S K(í){ S W(ij)- P(i)[1- P(i)] 

1 =1 j #í 



In the above, the K(í) are the Lagrange multi- 
pliers. Taking derivatives with respect to the 
W(ij) and setting them equal to zero as a 
necessary condition for obtaining a minimum pro- 
duces N(N -1)/2 independent equations of the form 

W(ij) = s- 2(i)s- 2(j) {K(i) +K(j) }. 

Taking derivatives with respect to the K(i) and 
setting them equal to zero yields N additional 
equations of the form 

N 
S W(ij) = P(i)(1- P(i)]. 

j #i 

The entire process yields a set of N(N+1) /2 
simultaneous equations. The number of equations 
to be solved initially can be reduced by applying 
the second set of equations to the first set to 
obtain N equations in K(i) only: 

N N 
P(i)[1- P(i)]s2(i) = K(i) S s -2(j)+ S K(j)s -2(j) 

j #i #i 

= K(i)[ S s- 2(j)- 2s- 2(i)]+ S K(j)s 
-2(j). 

j =1 j =1 

This set of equations may be represented in 
matrix notation as 

c =Mk. 
The N x 1 vector, c, has elements c(i) defined as 

c(i) = P(i)[1- P(í)]s2(i). 

The N x 1 vector k is the vector of unknown 
Lagrange multipliers, K(i). The N x N matrix, M, 
may be represented as 

M = D + 1 b' 

where D is a diagonal matrix. The diagonal 
elements of the matrix D may be expressed as 

d(ii) S(1)- 28 -2(i). 

The term S(1) is defined as the following sum: 

N 
S(1) S s -2(k). 

k =1 

The vector 1 consists of N ones. The vector b 

has elements 

b(i) = s -2(i). 

If the two sums S(2) and S(3) are defined as 

N 
S(2) b(k)d 1(kk) and 

k=1 

N 
S(3) = b(k)c(k)d 1(kk), 

k=1 

and if S(2) # -1, then the simultaneous equations 
in k(i) have solutions given by 

k(i) = d- (1 +S(2))- 

Having obtained algebraic solutions for the 
K(i), the algebraic solutions for the W(ij) may 
be obtained by substituting the solved K(i) 
values in the first N(N -1)/2 equations, namely as 
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W(ij) = s-2(i)s-2(j)1K(i) + K(j) 

The P(ij) may be obtained as 

P(ij) = P(i)P(j)- W(ij). 

To be valid solutions in the sense of 
yielding a probability sampling design, all of 
the P(ij) must satisfy the conditions 

0 P(ij) minimum {P(i),P(j) }. 

These may be called the "weak constraints ". 
An even stronger set of constraints on the 

P(ij) may be considered, namely, 

CP(i)P(j) P(ij) P(i)P(j) 

for some small C > O. These may be called the 
"strong constraints ". 

6. ADJUSTMENT PROCEDURES 

Three alternative methods for adjusting the 
P(ij) when the algebraic solutions fall outside 
of prescribed boundary values may be applied: 

(1) constrained minimization, 
(2) compensating additive adjustments, and 
(3) sampling unit redefinition. 

All three adjustment methods may be handled as 
methods for adjusting the W(ij) rather than the 
P(ij). Only method 2, compensating additive 
adjustments, is discussed in this paper. 

Method 2 may be applied without accuracy 
limitations of computer matrix inversion proce- 
dures. The method treats one W(ij) at a time as 
follows. Suppose W(ij) exceeds the prescribed 

upper bound, 

W(ij) - U(ij) = a 

and a > O. Corrective adjustments may be made 
in the W(ij) without violating the N constraints 

N 
S W(ij) = P(i)[1- P(i)]. 

j #i 

The recommended procedure is: 

(1) adjust W(ij) by -a, 
(2) adjust W(ik) by +a /(N -2) for k or j, 
(3) adjust W(jk) by +a /(N -2) for k or j, 

and 
(4) adjust W(km) by -2a /[(N- 2)(N -3)] for 

k or j and m#i or j. 

If several W(ij) must be adjusted, they can 
be handled individually in an iterative fashion. 

Since the adjustments for different W(ij) may 
tend to work against each other in the iterative 
process, it is recommended that the iteration 
continue until sufficient numerical accuracy is 
obtained. 

7. SOME COMMENTS ON THE CHOICE OF CONSTRAINTS 

Requiring that 

P(ij) P(i)P(j) 

guarantees that all terms in-the Yates -Grundy 
form of the variance will be non - negative and 
the Yates- Grundy variance estimator also will be 
non -negative for all possible samples. 

The initial form of the strong constraints 
was discussed in section 5 and was stated as 

CP(i)P(j) P(ij) P(i)P(j) 



for all P(ij) and some small C > O. If one 
considers the left -hand part of the inequalities 

and sums both sides over j not equal i, the 
result is 

CP (i) [n -P (i) ] (n- 1)P(i) 

for all i, or after factoring out P(i) and 
dividing by [n- P(i)], 

C (n- 1) /[n -P(i)] 

for all i. If a single value of C is to be used, 
it must be less than the minimum value over all i 
of 

(n- 1) /[n- P(i)]. 

Setting C less than or equal to (n -1) /n satisfies 
this requirement for an upper bound of C. 

If the strong constraints are applied with C 
set at (n -1) /n, some immediate effects on the 
finite population variance and variance estimates 
may be noted. 

Stating the constraints in terms of the W(ij) 
gives 

C W(ij) P(i)P(j) /n 

The right hand term may also be expressed as 

nX(i)X(j) /X2( +). The variance of the Horvitz - 
Thompson estimator for designs employing this 
constraint will then be bounded above by 

2N N 2 
[n /X( +)] S S X(i)X(j)D (ij) 

i #j 

where 

D(ij) = Y(i) /P(i) - /P(j) 

or equivalently 

D(ij) [X( +) /n][Y(i) /X(i) - Y(j) /X(j)]. 

This upper bound is exactly equivalent to the 
variance of the total estimates for the standard 
Hansen- Hurwitz probability replacement design. 
This particular form of the variance for proba- 
bility replacement sampling is developed as an 
analogue to the nonreplacement form by Kendall 
and Stuart (ref. 11). 

The same constraint on the P(ij) may be 
expressed in terms of coefficients, w(ij), of the 
Yates- Grundy variance estimator by first noting 
that 

w(ij) = P(i)P(j)/P(ij)-l. 

Then the effects of the constraints on the w(ij) 
can be noted in the following steps: 

(n- 1)P(i)P(j) /n 5 P(ij) P(i)P(j), 

1 /[P(i)P(j)] 5 1 /P(ij) 5 n /[(n-1)P(i)P(j)], 

1 P(i)P(j)/P(ij) 5 n /(n -1), 
and 

0 5 w(ij) 5 1 /(n -1). 

The variance estimators for designs employing 
this constraint will be bounded above for each 

sample by 

(n -1) -1S S D2(ij). 
i <j 

This expression is exactly equal to the variance 
estimate for the Hansen- Hurwitz probability 
replacement design when applied to samples of 
distinct elements (ref. 11). 

It may then be concluded that application 
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of the strong constraints with C equal to (n -1) /n 

will produce designs with variances and variance 
estimates that are never greater than those that 
would be obtained under probability replacement 
designs. 

8. SOME EMPIRICAL COMPARISONS 

Two general questions cannot be answered 
directly by examination of the theoretical devel- 
opment in the preceding sections. The first 
question is concerned with the sensitivity of the 
superpopulation variance criterion to poor or 
wrong initial assumptions about the error struc- 
ture of the population to be sampled. The second 
question is concerned with the effects of the 
choice of constraints on the superpopulation 
variance criterion and on other statistical pro- 
perties such as the stability of the variance 
estimator as measured by the superpopulation 
expectation of the finite population variance of 
the Yates- Grundy variance estimator. These two 
questions were studied empirically in a small 
simulation experiment. 

Two simple population simulation models 
based on independent Bernoulli trials were uti- 
lized. Since moments up to the fourth order 
could be computed for these models, theoretical 
superpopulation results could be obtained as well 
as results of repeated simulation trials. Only 
the theoretical results are presented in this 
paper. 

Populations of size 10 were considered with 
size measures, X(i), being the numbers one 
through 10. The observed values, Y(i), were 
generated by the simulation models with the 
expected squared error, Ee2(i), proportional to 
X(i) for the first population and proportional 
to X2(i) for the second population. 

Twelve designs were studied based on four 
different assumptions about the expected squared 
error term in the superpopulation model and 
three successively more stringent sets of con- 
straints on the algebraic solutions. 

The results comparing the superpopulation 
variances of the finite population variance are 
presented in table 1. Little variation in the 
criterion function occurs due to erroneous 
assumptions about the true error model. The 
imposition of strong constraints increases the 
obtainable minimum slightly and decreases the 
variation due to error model assumed. 

Table 2 shows the behavior of the super - 
population expectations of the finite population 
variance of the Yates -Grundy variance estimator. 
Among the four model assumptions studied the 
assumption of squared error proportional to 

X(i) yields the minimum value of the function 
for either model and for any of the three con- 
straints. Imposition of the strong constraints 
can be seen to be very effective in controlling 
the stability of the variance estimator. 

9. EXTENSIONS 

The solutions for P(ij) may be obtained for 
any sample size, n. However, higher order pro- 
babilities must be obtained to completely specify 
the sample design if the sample size is greater 
than two. An extension to sample size three 
has been obtained (ref. 12). The problem remains 



TABLE 1 - THEORETICAL SUPERPOPULATION VARIANCES OF 

THE FINITE POPULATION VARIANCE 

Assumed model 
for design .01P(i)(j) 5 P(ij) 

purposes Min {P(i),P(j)} 

Ee2(i) k 
Ee2(i) = kX(i). 
Ee2(i) = 
Ee2(i) = kX3(i) 

Ee2(i) = k 
Ee2(i) = kX(i) 
Ee2(i) = kX2(i) 

Ee2(i) = kX3(i) 

288.68 
287.95 
292.81 
305.58 

9,686.55 
9,692.67 

9,664.04 
9,728.40 

Constraints applied to the P(ij) 
.01P(i)P(j) 

P(ij) 5 P(i)P(j) 

True model: Ee2(i) = .16X(i) 

288.68 
287.95 
289.17 
291.20 

True model: Ee2(i) = .16X2(i) 

9,686.55 
9,692.67 

9,671.54 
9,689.40 

.50P(i)P(j) 

P(ij) P(i)P(j) 

288.26 
287.96 
288.14 
288.28 

9,687.80 
9,690.86 
9,683.12 
9,685.03 

to extend the procedure to samples of size four 
or greater. 
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TABLE 2 - THEORETICAL SUPERPOPULATION EXPECTATIONS OF THE 

FINITE POPULATION VARIANCE OF THE YATES- GRUNDY VARIANCE ESTIMATOR 

Assumed model 
for design 
purposes 

Constraints applied to the P(ij) 

.O1P(i)P(j) P(ij) 
Min {P(i),P(j)} 

.01P(i)P(j) 5 

P(ij) P(i)P(j) 

.50P(i)P(j) 

P(ii) P(i)P(j) 

True model: Ee2(i) = .16X(i) 

Ee2(i) = k 4,647 4,647 3,979 

Ee2(i) = kX(i) 4,014 4,014 3,944 

Ee2(i) = kX2 (í) 35,252 7,735 4,410 

Ee2(i) = kX3(i) 393,893 27,701 4,468 

True model: Ee2(i) .16X2(i) 

Ee2(i) = k 72,003 72,003 66,085 

Ee2(i) kX(i) 62,815 62,815 62,826 

Ee2(i) = kX2(i) 170,775 81,915 65,037 

Ee2(i) = kX3(i) 1,549,399 166,684 66,517 
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RESULTS OF A SURVEY ON HOUSEHOLD PARTICIPATION IN THE FOOD STAMP PROGRAM: DATA FROM THE JUNE 1973 
CURRENT POPULATION SURVEY 

by 
John F. Coder 

Bureau of the Census 

Introduction 

Since June 1961, the Federal Food Stamp Program 
has been in operation assisting low income fami- 
lies and individuals in the purchase of food. 
Households which qualify under the eligibility 
requirements established by the United States 
Department of Agriculture and apply for certifi- 
cation become eligible to purchase food stamps. 
Participants purchase food stamps at prices below 
the face value of the stamps then redeem the 
stamps for food at supermarkets or other stores 
which have been certified to handle transactions 
involving food stamps. The difference between 
the purchase price and face value of the stamps 
is termed bonus value. The purchase price of the 
food stamps is based on the household's net 
monthly income while the monthly coupon allotment 
(face value) is determined by the size of the 
household. 

The food stamp program has grown from approxi- 
mately 50,000 participants receiving $381,000 
in food stamp bonus value in June 1961 to nearly 
13,600,000 participants receiving approximately 
$271 million in bonus value in March 1974. 
Throughout this twelve year period of growth lit- 
tle information has been available concerning the 
characteristics of households participating in 
the food stamp program. To provide such data, the 

Bureau of the Census, under sponsorship of the 
Office of Economic Opportunity, conducted a house- 
hold survey in June 1973. The questions concern- 
ing food stamps were designed mainly to collect 
information concerning household participation in 
the food stamp program during the month of May 
1973 with additional questions on participation 
during the previous twelve month period. 

This presentation which is largely based on infor- 
nation collected by this survey has two objec- 
tives. The first objective is to provide a brief 
analysis covering the quality of the food stamp 
information collected using the June 1973 Current 
Population Survey (CPS). The second objective is 
to develop a profile of food stamp households with 
respect to their economic and demographic charac- 
teristics including their annual income in rela- 
tion to official Federal poverty levels. 

Quality of Food Stamp Survey Data 

The survey data presented here pertaining to food 
stamp recipients were collected by supplementing 
the June 1973 Current Population Survey question- 
naire with a group of questions covering household 
purchases of food stamps during the month of May 
1973 and during the previous twelve month period, 
June 1, 1972 to May 31, 1973. The Current Popula- 

tion Survey is a monthly household survey of ap- 
proximately 50,000 households designed primarily 
to provide national estimates of employment, unem- 
ployment, and other characteristics of the labor 
force. It has also been widely used to provide 
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data covering income, migration, educational 
attainment, and many other demographic, economic, 
and social characteristics of the population. To 
evaluate the quality of the food stamp data col- 
lected using the June 1973 CPS, a comparison was 
made between the survey data and data published 
by the United States Department of Agriculture. 

Comparison of published information from the 
Department of Agriculture and data from the June 
1973 CPS indicate that, although the survey data 
apparently underestimate the number of persons in 
households purchasing food stamps in May 1973, 
the survey universe of food stamp households is 
representative of the USDA universe of food stamp 
households with respect to household size, bonus 
values, and participation in public assistance 
programs. 

The number of persons in households reporting the 
purchase of food stamps in May 1973 on the CPS 
was 9,881,100. This figure compares to a USDA 
published figure of about 12,358,200. The CPS 
figure which is approximately 80 percent of the 
USDA estimate differs from the USDA figures for 
several reasons. As in all household surveys, the 
data are subject to sampling and nonsampling 
errors. Of the factors causing the discrepancy 
between the two estimates, nonsampling errors 
such as misreporting and nonreporting are proba- 
bly the most important. 

Two other factors which may also contribute to the 
20 percent difference between these estimates are 
possible errors in the USDA administrative data 
and the occurrence of multiple USDA food stamp 
households within the CPS household structure. 
Because the USDA estimates are derived from infor- 
mation provided by local (in most cases counties) 
food stamp agencies, some of which undoubtedly do 
a better record keeping job than others, the USDA 
estimates are also subject to error and should not 
be used as a tool for evaluation without this fact 
in mind. Whether errors in the administrative 
data tend to lessen or widen the gap between these 
estimates has not been determined. Evidence from 
a record check study indicate that some of the CPS 
households contain two or more USDA food stamp 
units. This situation may occur, for example, in 
the case of a CPS household containing both a pri- 
mary family and a subfamily consisting of the pri- 
mary family head's son and the son's wife and 
child. Although this group represents one CPS 
household,it is conceivable that both the primary 
family and the subfamily could receive food stamps 
as separate units. The design of the question- 
naire, however, allowed only one food stamp house- 
hold for each CPS defined household. This fact 
caused a portion of the difference in the number 
of participating households (see table 1) but 
should have had little effect on the count of the 
number of persons in food stamp households, a 
figure which could be recorded correctly regard- 
less of the number of food stamp households within 



the CPS household. Although these facts would 

suggest that the underestimate of the number of 

food stamp households would be greater than that 

for persons in the households, the underestimate 
for both figures was about the same, 20 percent. 

An evaluation of the CPS estimate of the total 
number of households purchasing food stamps in 
the twelve month period, June 1, 1972 to May 31, 
1973 was also made. The June CPS data show a 
total of about 3,938,000 different households 
participating during this period. Of this total, 
829,000 households reported purchasing food 
stamps during the specified twelve month period 
but not in May 1973. A method offered by USDA 
for determining the number of different house- 
holds participating in the food stamp program in 
a given twelve month period was 1.5 times the num- 
ber participating in any single month. If this 
figure is used and May 1973 is taken as the base 
month then an estimate of the total number of 
households derived from administrative data is 

1.5 x 3,941,000 or 5,912,000. The survey under- 
estimate of the number of households participating 
between June 1, 1972 and May 31, 1973 using this 
method is about 33 percent. 

Estimates derived from the CPS for both bonus 

value per participant and participation rates in 
public assistance programs by food stamp house- 
holds are also very similar to USDA published 
figures. The aggregate bonus value for May 1973, 
defined as the difference between the purchase 
price and coupon allotmen , was estimated from the 

CPS to be $141.7 million This figure is about 
80 percent of the USDA estimate of $178.5 million. 
The average bonus value per participant calculated 
from CPS data, however, was $14.27, about 99 per- 
cent of the corresponding figure of $14.45 pub- 
lished by the USDA for May 1973. USDA estimates 
also show that in May 1973, 61 percent of all per- 
sons receiving food stamps were in households 
which received food stamps as a direct result of 
their participating in the public assistance pro- 
gram in May. Data compiled from the CPS indicate 
that in May 1973 about 58 percent of all persons 
in food stamp households were in households headed 
by a person reporting the receipt of public 
assistance in May. 

Evaluation of the CPS food stamp data with respect 

to many important demographic characteristics of 
the household such as income, age, race, and sex 
of head, and labor force status of head, etc., 
could not be made because little or no information 
is available from administrative sources. An 
evaluation of the survey data with respect to 
reliable demographic information from administra- 
tive sources could show that the difference is 
not proportionally distributed between demographic 
subgroups and that the survey households are not 
representative of the USDA food stamp households 
with respect to certain demographic characteris- 
tics. If differential underreporting could be 
determined using reliable administrative figures 
as a control, adjustments could be made to improve 
the usefulness of the data by simultaneously cor- 
recting for the underreporting of food stamp pur- 
chases and the differences in demographic compo- 
sition. 
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Characteristics of Food Stamp Households 

Shown in tables 2 and 3 are data for families 
reporting the purchase of food stamps in May 1973 
by selected characteristics Data in table 2 show 
the proportion of the selected universe reporting 
the purchase of food stamps in May while the data 
in table 3 show the distribution of food stamp 
households for each selected universe. These data 
have not been adjusted for the 20 percent differ- 
ence between USDA figure and the survey figure of 
the number of households purchasing food stamps 
in May 1973. 

Since the data which will be presented in the fol- 
lowing sections are based on a sample, they are 
subject to sampling variability as well as errors 
of response and nonreporting. None of the state- 
ments in this report have been tested for statis- 
tical significance, therefore, an attempt has been 
made to limit comparisons to situations where 
obvious significant differences exist. 

Overall approximately 4.2 percent of all families 
and 5.7 percent of all households headed by a pri- 
mary individual reported purchases of food stamps 
in May 1973. Almost one of every five families 
headed by a woman purchased food stamps in May 
while only 2.2 percent of all families headed by 
men purchased food stamps. 

Participation rates for Negro families were 
higher than rates for white families for each 

characteristic shown; the high participation rate 
for Negro families reflecting the lower income 
and greater proportion of families headed by women 
for this group. Participation rates for families 
were higher in the South than in any other region, 
a result apparently of the lower incomes in this 
region. 

Participation rates by income class decline, as 
would be expected, as income increases. The par- 

ticipation rates for Negro families appear to be 
higher than for white families at each income 
level. This higher participation rate for Negro 
families may result from the fact that a larger 
proportion of Negro families with low incomes 
receive public assistance than white families and 
therefore a larger proportion of Negro families 
are categorically eligible to participate in the 
food stamp program. 

Negro families which comprise about 11 percent of 
all families and 32 percent of all families with 
incomes below poverty level in 1972 made up about 
42 percent of the families purchasing food stamps 
in May 1973. Approximately 70 percent of all 
Negro families purchasing food stamps were headed 
by a woman. This contrasts with the corresponding 

figure of 43 percent for white families. 

The South which has the largest population of the 
four regions in the U.S. also accounts for the 
largest group of food stamp families, 38.4 per- 
cent, a rate which slightly exceeds its proportion 
of the total number of families in March 1973 
(31.8 percent). 

The distribution of stamp families by residence 



areas shown in table 3 varies somewhat with re- 
spect to the distribution of all families within 

these areas. While both 67 percent of all fami- 
lies and families purchasing food stamps reside 
in metropolitan areas, 30 percent of all families 
and 48 percent of all food stamp families live in 
the central city. Farm families which comprise 
about five percent of all families constitute only 
2.5 percent of the total number of food stamp 
families. 

Participation rates for primary individuals which 

make up approximately 30 percent of all food stamp 
households were highest for Negro females age 65 

or older (25.5 percent) and lowest for white males 

less than 25 years old (1.4 percent). As was the 

case with families, Negro primary individuals had 
higher participation rates than white primary 
individuals. Of all primary individuals purchas- 
ing food stamps in May 1973, 74 percent were 
women; 41 percent were women age 65 and over. 

Available information which have not been included 
in any of the tables indicate that of the house- 
holds reporting the purchase of food stamps in 
May 1973, more than 60 percent reported purchasing 
food stamps in each of the previous twelve months. 
Over 80 percent reported purchasing food stamps 
for six or more months during this period. The 
mean number of months purchased for this group 
was approximately 9.3. 

For the household which reported purchasing food 
stamps during the twelve month period June 1, 1972 
to May 31, 1973 but not in May 1973 (a total of 
828,000 households), the average number of pur- 
chase months was 3.8. Sixty percent of these 
households purchased food stamps for three months 
or less months with almost 30 percent reporting a 
purchase in only one month in the past twelve. 

Food Stamps and the Low Income Population 

One obvious topic of interest concerning the food 

stamp population is the status of this population 
with respect to official Federal poverty standards 
and, conversely, the status of the poverty popula- 
tion with respect to participation in the food 
stamp program. To provide information on these 
subjects,a match of two Census Bureau data files, 
the March 1973 CPS file containing detailed income 
data and poverty status for calendar year 1972 
and the June 1973 CPS file containing food stamp 
information was made. As a result of the CPS 
sampling design, households are interviewed for 
four consecutive months, released from the sample 
for eight months, and returned to the sample for 
a final four month period. One fourth of the 
households in the March 1973 CPS sample, there- 
fore, were also in the June 1973 CPS sample and a 
match of these data files thus provided informa- 
tion from both data files fo the households com- 
mon to these monthly surveys 

The total number of households available for 
matching (based on the March 1973 CPS data file) 
was 11,186 (actual number of sample households). 
Of thes8,596, or 77 percent, were termed fully - 
matched Only these fully- matched households 
were used for analytical purposes since households 
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of other matched status had undergone some compo- 
sitional change between March and June, a fact 
which would complicate the analysis. Households 
which moved between March and June were bydefini- 
tion excluded from the analysis since no data 
from the June CPS was available. 

After matching of the data files further screening 
of the matched records was required before the 
analysis could begin. Since the food stamp infor- 
mation on the June 1973 CPS was collected for 
households and poverty status is developed on a 
basis of families and unrelated individuals, all 
secondary families and secondary unrelated indi- 
viduals were eliminated from the matched data 
file. An assumption was made, therefore, that 
the unit receiving food stamps within the CPS 
household was always the priwy family or the 
primary unrelated individual4,1 

Tabulations made from the matched data file indi- 
cate that approximately half (52.8 percent) of 
the families and two -thirds (68.7 percent) o the 
unrelated individuals purchasing food stamps 
had annual incomes below the poverty level in 

1972. These figures vary somewhat by race and 
sex of head, with food stamp families headed by a 
white male having a 42.4 percent poverty rate and 
food stamp families headed by a Negro female 
having a poverty rate of 60.2 percent. 

The fact that only about 50 percent of all fami- 
lies purchasing food stamps during the specified 
twelve month period had incomes below the poverty 
level in 1972 is not surprising for several rea- 
sons. First, eligibility for food stamps is 
based on a net monthly income figure while the 
poverty status is based on an annual income con- 
cept. As a result, a household may be eligible 
for food stamps for several months because of 
some short term decrease in income but on an 
annual basis have income above the poverty level. 
Secondly, USDA maximum monthly income amounts, 
which help determine a household's eligibility to 
participate in the food stamp program are higher 
than one twelth of the poverty level which is an 
annual gross income amount. Thirdly, since 
monthly income used to determine eligibility is a 
net figure derived after deductions are made for 
payroll taxes, shelter costs, medical expenses, 
etc., the annual gross income of a participating 
household may be considerably higher than the 
poverty level. 

In addition to these two factors which demonstrate 
that a considerable number of families with annual 
incomes above the poverty level are eligible for 
food stamps, guidelines set up for the food stamp 
program provide that all persons receiving public 
assistance are also eligible to participate in the 
food stamp program. About one half of the fami- 
lies and one -third of the unrelated individuals 
receiving public assistance in 1972 had annual 
incomes above the poverty level, yet were categor- 
ically eligible to participate in the food stamp 
program while receiving public assistance income. 

Estimates of participation in the food stamp pro- 
gram by families and unrelated individuals with 
incomes below the poverty level in 1972 are shown 



in table 4. Several adjustments -were made to the 

survey data before the estimates of participation 

in food stamp program by the poverty population 
could be derived. First, adjustments were made 
to the survey data for the underestimate of the 
number of food stamp households by assuming the 
underestimate was distributed proportionally 
between demographic subgroups and between the 
poverty and nonpoverty population. This adjust- 
ment also assumed that the survey underestimated 
the number of households purchasing food stamps 
during the 12 month period June 1, 1972 to May 

31, 1973 by 33 percent. Because the food stamp 

program was in operation in only about two -thirds 
of the counties in the U.S. in May 1973, a second 

adjustment was made which excluded from the anal- 
ysis sample households located in sampling areas 
(primary sampling units) containing one or more 
counties which did not have the food stamp program 
in May 1973. This adjustment allowed the deriva- 
tion of participation rates based only on house- 
holds residing in areas administering the food 
stamp program. 

The data shown in table 4 indicate that overall, 
53.3 percent of all families and 30.8 percent of 
all unrelated individuals with incomes below the 
poverty level in 1972 purchased food stamps 
between June 1, 1972 and May 31, 1973. The par- 
ticipation rate in the food stamp program for 
female headed families with incomes below the 
poverty level in 1972 was 71.1 percent while the 
rate for families headed by an elderly male was 

34.2 percent. About 75 percent of the families 
and 80 percent of the primary individuals below 
the poverty level who purchased food stamps, pur- 
chased food stamps in six or more months during 
this period. 

Participation rates were significantly higher for 

both Negro families and primary individuals below 
the poverty level than for white families and 
individuals. This, again, may result, in part, 
from the fact that a larger proportion of low 
income Negro families receive public assistance 
than white families. 

Summary 

The June 1973 CPS represents the first attempt by 
the Census Bureau at collecting detail information 
concerning household participation in the food 
stamp program on a national scale. The role of 
food stamps as well as other sources of what have 
been termed "nonmoney" or "noncash" income as an 
important source of income to both families and 
individuals has been increasing at a rapid rate. 
More efforts will be needed by the Bureau of the 
Census and others to expand our knowledge as to 
the effects of "noncash" income on the total wel- 
fare of the population. 

Collection of food stamp data using the June 1973 
CPS was an experience which resembles our previous 
survey experiences in collecting public transfer 
money income data such as public assistance. This 
experience has been that the number of recipients 
and the aggregate amount of benefits, in terms of 
dollars,have been substantially underestimated by 
the surveys but that the reporting recipients 

2 78 

appear to closely represent the total universe in 

many important respects. 

The data presented here pertaining to the rela- 
tionship between the food stamp and official Fed- 
eral poverty-universes must be used only keeping 
in mind the assumptions which have been made. 
Since the data used to develop these estimates 
were not collected for the specific purpose of 
estimating the relationship between poverty and 
food stamps, some useful information pertinent to 
the analysis such as changes in household composi- 

tion during the year, financial assets, and pur- 

chases of food stamps covering all of calendar 
year 1972 were not collected. The fact that the 

analysis required a match of the March 1973 CPS 
and June 1973 CPS files resulted in some problems. 
Households which moved during the period between 
March and June were necessarily excluded from the 
final sample used in the analysis. The sample 
size was reduced considerably and, therefore, 
sampling errors increased to levels which are much 
higher than those associated with the entire CPS 
sample. Even in the light of these problema this 
study has produced some interesting findings which 
should serve to increase our knowledge about the 
food stamp program and to promote more detail and 

specialized studies in this area. 

2/The estimate of $141.7 million bonus value from 
the CPS was derived assuming households reporting 
the purchase of food stamps in May but failing to 
report the necessary information to calculate 
bonus value received, on the average, the same 
bonus values as households reporting both purchase 
price and coupon allotment. Approximately 10 per- 
cent of the food stamp households did not provide 
all information required to calculate the bonus 
value. 

Negro actually refers to Negro and other races 
throughout this paper. 

'As a result of residents moving from the sample 
address, noninterviews, and errors in recording 

identifying information, some households could not 
be matched. 

A fully- matched code was assigned to a household 
only if records for each person 14 years and older 
within the household were present on both data 
files. Therefore, these households have undergone 
no compositional changes among their members 14 
years old and over. 

Since the number of secondary families is very 
small (about 100,000 of a total of 54.3 million 
total families in March 1973) and 75 percent of 
all unrelated individuals are primary individuals 
living alone, this assumption will be a correct 
one in almost all cases. 

"Families and unrelated individuals were classi- 
fied as food stamp recipients if any person in the 
family or anyone in the household headed by the 
primary individual reported purchasing food stamps 
in any month between June 1972 and May 31, 1973. 



TABLE 1. A COMPARISON OF NNE 1973 CPS SURVEY DATA AND U.S. DEPARTMENT OF AGRICULTURE DATA ON THE NUM- 
BER OF HOUSEHOLDS PURCHASING FOOD STAMPS IN MAY 1973 

Size of Household 

Food Stamp Households by Size Ratio of CPS Households to 
USDA households 

(1 +3) 
Number (thous.) 

(1) 

Percent) 
(2) 

Number (thous.) 

(3) 

Percent 

(4) 

Total 3,110 100.0 3,941 100.0 .79 

1 874 29.2 1,186 30.1 .74 
2 655 21.9 822 20.9 .80 

3 451 15.1 581 14.7 .78 

4 305 10.2 445 11.3 .69 

5 228 7.6 304 7.7 .75 
6 170 5.7 210 5.3 .81 

7 131 4.4 143 3.6 .92 
8 or more 175 5.6 250 6.3 .70 

Size not available 121 3.92/ (X) (X) (X) 

Mean size 3.19 (X) 3.13 (X) 1.02 

Percents are calculated based on the total number of households reporting on the number of persons 
covered under the food stamp program. 

This figure represents the percent of all households reporting the purchase of food stamps in May 
which did not report the number of persons covered under the food stamp program. 

X - Not applicable. 

TABLE 2. PERCENT OF FAMILIES PURCHASING FOOD STAMPS DURING MAY 1973 BY SELECTED iISTICS 

(Data from the June 1973 CPS. Numbers as of June 1973) 

Selected Characteristics 

All families White Families Negro and Other 
Races Families 

Number 
(Thou - 

sands) 

Percent 
Purchasing 
Food Stamps 

Number 
(Thou - 
sands) 

Percent 
Purchasing 
Food Stamps 

Number 
(Thou- 
sands) 

Percent 
Purchasing 
Food Stamps 

All families 54,309 4.2 48,154 2.8 6,155 15.5 

Sec of Head 
Male 47,794 2.2 43,531 1.8 4,262 6.6 
Female 6,515 19.0 4,623 12.2 1,892 35.5 

Age of Head 
Less than 25 4,113 6.7 3,548 4.4 564 21.2 
25 to 54 33,779 4.1 29,660 2.6 4,119 15.1 
55 to 64 8,699 3.2 7,947 2.1 752 14.6 
65 years or older 7,718 4.2 6,999 3.2 719 14.1 

Residence 

Farm 2,538 2.2 2,399 1.6 139 14.1 
Nonfarm, total 51,771 4.3 45,755 2.8 6,016 15.5 

In metropolitan areas 36,531 4.2 31,733 2.6 4,798 15.0 
In central city 16,427 6.6 12,751 3.6 3,676 17.0 
Outside central city 20,104 2.2 18,982 1.8 1,122 8.3 

Outside metropolitan areas. 15,240 4.6 14,022 3.4 1,218 17.8 

Region 
Northeast 12,831 3.8 11,713 2.5 1,117 17.8 
North Central 15,098 3.5 13,371 2.3 1,227 17.3 
South 17,001 5.2 14,053 2.9 2,948 15.7 
West 9,380 4.1 8,517 3.6 863 9.1 

Income 
Under $2,000 1,102 31.6 770 24.8 332 45.6 
$2,000 - $2,999 2,062 21.5 1,637 15.8 425 40.0 
$3,000 - $3,999 2,285 15.7 1,830 12.5 455 27.9 
$4,000 - $4,999 2,348 10.6 2,071 6.9 277 33.4 
$5,000 - $5,999 2,905 5.0 2,456 3.3 449 13.9 
$6,000 or more 39,003 0.9 35,297 0.6 3,712 3.8 
NA 4,537 2.3 4,045 1.8 492 8.0 

The money income levels shown here may be somewhat understated. These data which are from the June 
1973 CPS control card are based on the respondentts estimate of total family money income for the 
preceding 12 month period coded in broad, fixed income intervals. 
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TABLE 3. FAMILIES PURCHASING FOOD STAMPS DURING MAY 1973 BY SELECTED CHARACTERISTICS 

(Data from the June 1973 CPS. Numbers as of June 1973) 

Selected Characteristics All Families White Families Negro and Other Races Families 

Total purchasing food stamps 2,281 1,327 954 

Sex of Head 
Total 100.0 100.0 100.0 
Male 45.8 57.5 29.6 
Female 54.2 42.5 70.4 

Age of Head 
Total 100.0 100.0 100.0 
Less than 25 12.2 11.9 12.6 

25 to 54 61.4 58.5 65.3 
55 to 64 12.2 12.7 11.5 
65 years or older 14.2 16.9 10.6 

Residence 
Total 100.0 100.0 100.0 
Farm 2.5 2.8 2.0 
Nonfarm, total 97.5 97.2 98.0 

In metropolitan areas 67.0 61.2 75.2 
In central city 47.6 34.7 65.4 
Outside central city 19.4 26.5 9.8 

Outside metropolitan areas 33.0 38.9 22.8 

Total 100.0 100.0 100.0 
Northeast 21.6 22.1 20.9 
North Central 23.1 23.8 22.3 
South 38.4 31.2 48.6 
West 16.8 23.0 8.3 

Income 
Total 100.0 100.0 100.0 
Under $2,000 21.7 19.7 24.6 
$2,000 - $2,999 23.7 22.8 24.9 
$3,000 - $3,999 17.6 19.1 15.5 

$4,000 - $4,999 11.8 11.4 12.3 
$5,000 - $5,999 6.3 6.2 6.4 
$6,000 or more 14.3 15.4 12.9 
NA 4.6 5.4 3.5 

"The money income levels shown here may be somewhat understated. These data which are from the June 
1973 CPS control card are based on the respondentts estimate of total family money income for the 
preceding 12 month period coded in broad, fixed income intervals. 

TABLE 4. PERCENT OF FAMILIES AND PRIMARY INDIVIDUALS WITH INCOMES BELOW THE POVERTY LEVEL. IN 1972 AND 
PURCHASING FOOD STAMPS DURING THE PERIOD JUNE 1, 1972 TO MAY 31, 1973 

Age and Sex of Head 

Percent Below the Poverty Level in 1972 Purchasing 
Food Stamps 

All Races White Negro and Other Races 

FAMILIES 

Total 53.3 49.2 61.1 

Male head, total 40.3 38.8 45.6 
Under 65 years 42.2 41.2 45.2 
65 years or older 34.2 31.6 (B) 

Female head, total 71.1 71.8 70.5 
Under 65 years 74.4 78.0 69.6 
65 years or older (B) (B) (B) 

PRIMARY INDIVIDUALS 

Total 30.8 26.2 59.2 
Male, total 38.5 36.5 (B) 

Under 65 years 38.6 (B) (B) 

65 years or older (B) (B) (B) 

Female, total 28.7 24.0 
Under 65 years 38.0 32.1 

65 years or older 23.6 20.1 ((B) 

Base less than 50,000 
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REGRESSION MODELS FOR THE COMBINATION OF TWO "INCOMPLETE" DATA SETS IN SECONDARY ANALYSIS 

David Elesh, Temple University 
James R. Taylor, University of Wisconsin 

1.0. Introduction. 
A problem frequently encountered in secon- 

dary analysis is that there is no one data file 
completely adequate to the researcher's needs. 
To be specific, data files which have detailed 
and comprehensive information on one topic 
required for an analysis may have only limited 
coverage of another. Suppose, for example, that 

one wanted to investigate the effects of health 
on labor supply and earnings using existing data 
resources. Perhaps the best available data on 
health is the National Health Survey, but it has 
only limited information on labor supply and 
earnings. On the other hand, the Michigan 
Survey of Income Dynamics has excellent coverage 
of labor supply and earnings and poor health 
data. How, then, are the files to be combined 
in an analysis? The traditional answer to this 
question is simply to analyze the data sets 
separately and to bridge their inadequacies with 
a variety of extrapolations, inferences, and 
"informed judgments" which the data may, to 
varying degrees, support. The problem with this 
approach is, of course, the difficulty of 
assessing the inferences made from it. As often 
as not, confidence in an author's conclusions 
comes more from the persuasiveness of his theo- 
retical argument than from the weight of the 
empirical evidence behind it. 

Consequently, we propose a different 
approach to the problem -- one which attempts to 
combine the best elements of two or more data 
sets into a single, analyzable file. For 
present purposes, we shall assume that such data 
sets are either samples of the same kind (iden- 
tical probability, simple random, etc.) from 
the same population or censuses of the same 
population. To accomplish this combination of 
files, we shall also make certain distributional 
assumptions in the context of which a specific 
model will be estimated. We want to stress the 
importance of these assumptions at the outset 
since the validity of our approach depends 
directly upon their validity. The use of our 
approach requires prior investigation of the 
validity of the assumptions unless there is 
supporting a priori knowledge. 

To clarify the exposition, we shall assume 
in our description of the approach that we wish 
to combine only two files, "adding" a variable 
from one file to the other so that regression 
or other statistical procedures may be performed 
which would include that variable. A generali- 
zation of the approach will be taken up at a 
later time. 

We shall begin with an examination of a 
"complete data" model and a "restricted complete 
data" model, both containing p variables, all of 
which are jointly observed in the same sample. 
The information gained from this exercise will 
then be used to place constraints on an 
"incomplete data" model in which p -1 variables 
are jointly observed in one sample and the pth 
variable is "added" from a second and 
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independent sample from the same population. 
Given these constraints, we shall then show 
that parameter estimates for the "incomplete" 
model (1) heuristically parallel that of the 
"complete data" model and (2) are maximum 
likelihood estimates. 
1.1. The "Complete Data" Model. 

Let us suppose that Y is a dependent 
variable of ultimate interest, H is the 
variable to be "added," X11 and X12 are sets of 

other variables, and u is a disturbance vector. 
The regression of Y, given H, on the remaining 
variable then can be written as 

(1) = ell + u 

12 

Let us also suppose that Y and H are jointly 
observed random variables (the X's are fixed) 
with the following likelihood function obtained 
from a random sampling of a bivariate normal 
distribution: X 0 X 

e11 e10ß 
(2) 

\ 

(( 
2 2 

+ 

\ 

From this construction of the joint distribu- 
tion, we can see that the marginal distribu- 
tions of the two variables are 

(3) Y N [(lll2)(ell 

) I] 
(4) H 

while the conditional distribution for Y, 
given H, is 

(5) (YIN) N ell ; 

e12/ 
being definable from the ratio of the joint 
distribution to the marginal distribution for 
H (Graybìll, 1961:63). 

Now suppose only independent samples of 
the marginal distributions are observed. This 
we shall call the "restricted complete data" 
model. Equation (1) cannot be estimated 
because knowledge of the conditional distribu- 
tion is necessary, and the marginal distribu- 
tions do not contain sufficient information 
to identify the parameters of the conditional 



distribution. Te show this, we need only note 

that model (3) gives the estimate 811 
+ 

812' and 
+ 

while model (4) gives 

estimators and -- all of which are clearly 

inappropriate in the sense that not all the 
required parameters are estimable since model 
(3) is over- parameterized.1 

Our situation is thus analogous to the 
"incomplete data" model in that only the marginal 
distributions of our variables are known. Conse- 

quently, if a procedure can be found which per- 
mits estimation of model (1) where models (2) 

and (5) are unobservable it may also be appli- 
cable to the analysis of the "incomplete data" 
model. 

What is needed are constraints which 
specify a relationship between the marginal and 
conditional (or jointly) distributions so that 

the latter can be identified from the available 
data in the former. Consider, for example, the 
following constraints: 

(6) Cell = 

where C is a vector of known constants. 
Reference to models (3) and (4) provides an 
interpretation for (6): it says that the 

vectors of variables, X11, do not have the same 

effect on Y as they have on H. Since the 
number of cases in which a set of independent 
variables has different effects on two different 
dependent variables probably is larger than the 
number of cases in which the effects are the 
same, the constraints are not particularly 
restrictive. 

Now in models (3) and (4) let 

Ill 811 + 

and 

2 a1 + 

The marginal equations for Y and H for two 
independent samples then be 

Y 
=(X :X 

)(I11 v 
11. 12 

H +w 

where we emphasize the independence of the 
marginal distribution by changing the first 
subscript of the X matrix in the equation for 
H. The application of ordinary least squares 
procedures to these equations thus would give 
the maximum likelihood estimates 

Ill, 112, ß, and 

However, since by (6) C'811 = 0, we can 

obtain estimates for each of the parameters of 
models (1) and (5) from them (Scheffe, 1959: 
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16 -19): 

= 

e11 

812 I12 

-2 -2 2 -2 
a1 = n 

10 2 

by the invariance property of maximum likelihood 
estimators (Graybill, 1961: 36 -37). Thus our 
constraints have permitted us to estimate all 
the parameters of the conditional model of Y, 
given H, even though only independent samples 
from the marginal distributions of the two 

variables were observed. 
Moreover, since our estimators in (7) are 

maximum likelihood estimators, they will have 
the properties of consistency and asymptotic 
normality. They may, however, be biased. In 

particular, 810 is a "ratio estimator," and 

"ratio estimators" are rarely unbiased 

(Donahue, 1964). But since C'811 / C'ß 

for some a priori constraint vector C, there 
may exist an optimal choice for C. For example, 
one might choose C so that the mean square 

error for 810 is at a minimum. This would 

minimize the variance plus the square of the 

bias of thus having the desirable effect 

of maximizing the predictive power of H. How- 
ever, further research on the optimal choice of 
C is necessary. 
1-.2. The "Incomplete Data" Model. 

As noted earlier, the "incomplete data" 
model is analogous to the "restricted complete 
data" model in that only independent samples 
from the marginal distributions of Y and H are 
known. However, the former differs from the 
latter in that the sampling frames, sampling 
procedures, and administrative procedures may 
differ for the two data files to be combined 
whereas, in the latter case, where there is 
only a single parent population, these differ- 
ences do riot exist. Consequently, comparison 
of the two data files to be combined in these 
terms is a necessary part of validating the 
"incomplete data" model. 

At the same time, it should be said that, 
despite these differences, the procedures of 
the preceding section could be used to solve 
models based on two data files ( "incomplete 
data" models). However, it is instructive to 
examine an alternative procedure for solving 
"incomplete data" models. We shall show that, 
given our assumptions and constraints, this 
alternative procedure produces results identical 
to those in the preceding section. 

We begin with a regression model for Y, 
given H, which has a somewhat different form 
from model (5) due to the fact that Y is 
observed in one sample and H in another: 



n xl n 

(9) 

(nx'i 

n121 

01x1 
10 

811 

p2x1 

where Y is again the dependent variable, a 

column vector of nl observations; is the 

variable to be "added" observed in lample 2, a 

column vector of n2 observations. H1 is the 

"added" measure, a column vector of nl observa- 

tions; is a submatrix of independent vari- 

ables nlxpl; 
X12 

is another submatrix of 

independent variables nlxp2; is the coeffi- 

cient for Hl; e11 is the column vector (plxl) 

of coefficients for X11; 
012 

is the column 

vector (p2x1) of coefficients for X12; and ul is 

the column vector (n1xl) of disturbances. The 

initial subscript indexes the sample in question; 
the second distinguishes subsets of independent 
variables. Since, except for Hl, equation (9) 

represents a conventional regression model 
estimable by ordinary least squares, the next 

step is to determine and its implications for 

the analysis. 
To do this, let us suppose that is a 

measure available in the second sample but not 
in the first. Now suppose that there are a 
number of other variables which are common to 
both surveys. From this common list, we want 
to find the subset that will predict LI.2 as well 

as possible. We may write this prediction 
equation as 

n 
1 
xl nxp pxl n xl 

X21 
1 

where H2 is the "added" variable in the second 

sample, a column vector n2x1; is the subset 

of independent variables described in X11 but 

measured in the second sample, a submatric 
n2xp1; the column vector of coefficients, 

and u2 is the disturbance vector (n2xl); and 

where the disturbances, ul and , have a 

bivariate normal distribution with zero means, 
finite variances, and zero es. 

n lxl 

+ °2 n 
BVN 

n 
1 u2 

2 
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Thus can be computed as 

(II) 
Hl = X11 (121121) 

-1 

Substituting equation (11) into equation (9) we 
get 

(12) D) I + 

112 

ell 
= X11 

212 

In words, what we have done has been to 
predict a variable, H, found in the second 
sample but not in the first from a list of 
variables common to both surveys; then using 
the coefficients from the equation run with 
the second sample data and the scores of the 
appropriate variables (the X11) in the first 

survey, we produced a set of predicted values 
for the H variable for the first sample. The 
result is equation (9). 

However, equation (9) cannot be estimated 
as it stands because its coefficient matrix is 
singular as shown below: 

_1 

(111 (121121) 
1 

11x1 

1 p12 

Ip2 

= (121X21) - X11 
-1 

- 

t n x11 n 

= 1 1X12 

Consequently, as was done with the "complete 
data" model, it will be necessary to place 
constraints on the coefficients. 

A variety of constraints are, of course, 
possible. For example, we could set = 0, 

but this has the rather ridiculous effect of 
asserting that Y and H are unrelated. Alterna- 
tively, we may employ the general constraint:2 

P1 p2 
a1010 + + d.e12 = 0 

j 
j =1 j 

where the c., and d. are all known real 

numbers such that not all are zero. The 
specification of the above constraint will 
depend on the particular model being estimated 
and the reasonableness of any specific con- 
straint in that context. For example, one 



might choose 

pl 

j 
011j = 

P2 

012. = 0 . 

In our particular case, we shall use neither or 
these but instead assume that C'811 = O. If we 

define the first column of the X11 matrix as a 

vector containing only unity for elements, then 
letting 

8111 = 

implies that 

C = (1,0,0,...,0) 

and that 0 and 0. In other words, 

the intercept for the matrix is set to zero. 

Model (9) can now be solved. The coefficient 

for H1 is in fact the last p -1 columns of 

X11 give the estimates, and the coefficients 

of X12 are the 812. The estimates and a2 

can be computed from the residual sum of 
squares for equations (9) and (10). 

Comparison of equations (9), (10), (12), 

with (3) and (4) show that our estimates for 

810' ell' 
and are the same for both the 

restricted "complete data" and "incomplete 
data" models. Furthermore, comparing the 
"incomplete data" model (9) with the "complete 
data" model (5), it can be seen that (9) is an 

approximation of (5) in the sense that has 

been used as a substitute for H. The con- 

straint 
= 8111 = 

0 was here chosen for 

illustrative purposes only, and may not be 
optimal in terms of the mean square error of 

criterion previously mentioned. However, 
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reference to models (1), (3) and (4) provides 
an easy interpretation of the constraint 

8111 = 
O. That is to say 8111 

= 
0 implies that 

the intercept term of model (3) is equal to the 
product of 810 and the intercept term of model 

(4), and that the intercept term of model (1) 

is zero. Because of our distributional assump- 
tions, the estimates are also maximum likelihood 
estimates. We should note, however, that we do 
not know how sensitive these estimates are to 
violations of the assumptions of distributional 
normality made here. Testing these assumptions 
will be one of our first research tasks. 

FOOTNOTES 

1 Specifically, model (3) contains one too 
many parameters for unique estimators to exist 
unless an additional constraint is imposed. 
Since model (3) is induced from the bivariate 
model (2), and models (2) and (4) lead to 
model (5); it is necessary that any such con- 
straint on model (3) be compatible with models 
(2) and (5). An appropriate constraint is 

given below. 

2 This alternative constraint derives from a 
comparison of models (3) and (12). The original 
constraint was applied to model (3) is identical 
to the final form of the parameter matrix of 
(12). The alternative constraint is applied 
to the initial parameter matrix of model (12) 

and is thereby equivalent to original constraint. 
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DISTRIBUTION OF THE RATIO OF CORRELATED SUMS OF GAMMA VARIABLES 

John A. Flueck, Burt S. Holland, and Ru -Ying Lee* Temple University 

1. Introduction 

In this paper we present the exact probability 
distribution of the ratio of two correlated gamma 
random variables for a given bivariate gamma struc- 
ture. Interest in the theory and application of 
ratios of random variables has been present in the 
literature for many years. The first two authors 
[5] have reviewed some of these results. 

The probability distribution of the ratio of 
two independent r.v.'s is generally easy to obtain, 
cf. Kendall and Stuart [11, p. 265]. It is well 
known that the distribution of the ratio of two 
independent normals is Cauchy and of two indepen- 
dent gammas is the Inverted Beta Type II, Kullback 
[12]. However, the literature on the distribution 
of the ratio of two correlated r.v.'s is less de- 
veloped. 

Geary [7] was apparently the first to present 
results for the ratio of two correlated normals, 
under the restriction of an always positive denomi- 
nator. Fieller [4] obtained more general results 
for the same problem. Rietz [15] presented results 
for the ratio of correlated uniform r.v.'s. In 

1937, Cramér [2] showed that the p.d.f. of the 
ratio r =U /V of two continuous r.v.'s with P(V >0)=1, 
E(V) is given by an inversion formula which is 
in terma, of the joint characteristic function of 

U and V. Application of this approach requires, 
of course, knowledge of the joint characteristic 
function and the ability to perform the indicated 
integration. Gurland [9] has generalized this 
result by presenting an inversion formula for the 
probability distribution of a ratio of linear com- 
binations of the same random variables. This for- 
mula is based on an n- variate characteristic func- 
tion. In 1952, C. R. Rao [14, p. 207] showed that 
under very general conditions the standardized 
ratio of two means is asymptotically normally dis- 
tributed. More recently, Marsaglia [13] has 
studied the probability distribution of the ratio 
of correlated normal r.v.'s, providing 63 computer - 
drawn plots of p.d.f.'s to illustrate that the dis- 
tribution may be symmetric or skewed and unimodal 
or bimodal. 

2. A Bivariate Gamma Distribution 

Let X, Y, Z be independently distributed 
gamma r.v.'s with skew parameters a,b,c and a 
common scale parameter X', e.g., 

a'x/r(a), x>0, a>0, a'>0. (1) 

Following Weldon's approach, David and Fix 
.defined that for =1, U =X +Y and V =X +Z are 
variate gamma distributed with density 

gU,V(u.v) 
min {u,v) 

r(a)r(b)r(c)5 
e-u-v 

ta-1(u-t)b-1(v-t)c-letdt 

and correlation coefficient p /[(a +b)(a +c)]1/2. 

[3] 

bi- 

(2) 
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In this paper we consider the distribution of 

the ratio of gamma variables 

r=U/V=(X+Y)/(X+Z) 

It is clear that the scale parameter X' does not 

appear in the p.d.f. of r, hence we may take X' 

in further discussion of the distribution. Flueck 

and Holland [5, 6] have previously presented re- 

sults for the moments of r and a first attempt at 

its distribution. 

A disadvantage of the above bivariate gamma 
formulation (2) is that it does not admit nega- 

tive values of the correlation coefficient p. The 

authors are also examining other bivariate gamma 

distributions (see Johnson and Kotz [10]). 

The ratio r easily generalizes to the ratio 

of sums of gamma variates, 

r *= E (Xi +Yi)/ E (Xj 

i j =1 

where the {Xi), {Yi} and are mutually inde- 

pendent r.v.'s identically distributed within each 

set. If we let r(a,b,c) denote the probability 

distribution of r with numerator skew parameters 

a and b, and denominator skew parameters a and c, 

it can be shown, using the regenerative property 

of the gamma distribution, that 

(r(na, (m -n)a + mb, nc), m >n 
r* (3) 

r(ma, mb, (n -m)a + nc), 

i.e., r* is a member of the same family of proba- 

bility distributions as r. 

An extension of r is 

r' = Ar = X(X +Y) /(X +Z) 

so that the numerator is gamma distributed with 

scale parameter X' /X rather than a'. 

3. Derivation of the Probability Density of r. 

Let T =X /(X +Z). Then the joint density of 

r, T, and V is 

f(r,t,v;a,b,c)=(tv)a-1e- 
tv 

r (a) 

[v(r-t)]b-le v(r-t) 

r(b) 

[v(1-t)]c-1 v(1-t) 2 v2, 0<r, 0<v, 0<t<min{l,r}, 

and the joint density of r and t is 

f( r, t; a, b, c) =K(a,b,c)ta- 
1(r- t)b- 

1(1 
-t)c 

-1 

a +b+c 
(1 -t +r) 

0 <t <min {l,r }, 



where 

K(a,b,c) =r(a +b +c) /r(a)r(b)r(c). 

Hence the p.d.f. of r is 
{1, 

f(r;a,b,c) _(f(r,t;a,b,c)dt, r >0. (4) 

Evaluation of (4) by elementary methods 
appears possible only when a,b,c are all positive 
integers. For example, when a= b =c =1, (i.e., X, 

Y, Z each exponential r.v.'s), 

f(r;l,l,l)=[max{l,r}]-2 - r>0. 

We attempted to obtain (4) in closed form using 
the inversion formula in Gurland [9]; however, 

the integral in the inversion formula has proved 
difficult to evaluate. 

Next we considered calculation of (4) by 
numerical methods [6], including Simpson and 
Romberg integration. However, the p.d.f. (4) 

often has vertical asymptotes at r =0 and r -1; 
these created problems in obtaining adequate 
numerical accuracy within reasonable economic 
limits. 

The approach finally adopted and discussed 
below involved rearrangement of the integral in 
(4) so that it may be expressed as a weighted 
difference of hypergeometric functions. The 
hypergeometric functions are defined and conver- 
gent except possibly at r =1. 

In (4), for rsl, replace t with rt to yield 

f(r;a,b,c) 

1 

K(a,b,c) J dt, 
(1-rt+r) 

(5) 
1 

ta-1(r-t)b-1(1t)c-1 

K(a,b,c) a+b+c dt, r>1. 

0 

For r51 it follows from the identity 

r = (1 -rt+r) - (1 -rt) 

and 3.211, 9.1821 in [8, pp. 287, 1054] that 

f(r;a,b,c) 
i 

K(a,b,c) 
ra+b-2 ta-1(1-t)b-1(1-rt)c-1 

dt - 

(1-rt+r)a+b+c-1 

fta-1(1-t)b-1(1-rt)c dt 

(1-rt+r)a+b+c 
o 

= K( a, b, c) B( a, b) b- b- +b ;r2) 

-F(a,- c,a +b;r2)], (6) 

where F(ki,k2,k3;x) is the hypergeometric function 

(see [1]) and 

B(k4,k5) =r(k4)r(k5) /r(k4 +k5), k4, k5 > O. 

Note that F may not converge when r=1. Similarly, 
when r >1 we use the identity 

1- (1- t+r) -(r -t) 

to arrive at 

f( r; a, b, c)= K( a, b,c)B(a,c)rb- a- 1(l+r)- b- c[(l+r) 

F( a ,l- b,a+c;r rF(a,- b,a+c;r -2)]. (7) 
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It is interesting to note that if c in (6) or b 
in (7) is an integer then the series expression 
of the corresponding hypergeometric function 
contains only a finite number of terms. 

Unless r =0 or r =1, we have found that (6) and 
(7) are satisfactory for numerically computing 
f(r;a,b,c). In most cases less than 100 terms of 
the hypergeometric series are needed to obtain 
accuracy to five decimal places, the rate of con- 
vergence depending on r, a, b, and c. For the 
two points r and r=1, analytic formulas have 
been developed for the p.d.f. and its derivatives. 

The presentation here is restricted to a pre- 
sentation of results; derivations of the analytic 
formulas rely on the Lebesgue Dominated Convergence 
Theorem and Fatou's Lemma. 

The behavior of f(r;a,b,c) at r is princi- 
pally governed by the value of a+b. We find: 

if a+b>1 
f(r;a,b,c) c if a+b=1 

if a+b<1 

and 

(8) 

if a+b>2 
c(c+l) if a+b=2 

lim f'(r;a,b,c) if 1<a+b<2 (9) 
c(2a-1-c) if a+b=1 

if a+b<l 

For k >l, the expression for 

lim f(k)(r;a,b,c) 
r0 

is quite complicated and we note that the limit may 
conceivably be positive or negative. 

On the other hand, the shape of f(r;a,b,c) in 
the neighborhood of r =1 is primarily governed by 
b and c. If b+c >l, then f(r;a,b,c) is continuous 
at r =1 and 

f(l;a,b,c)=r(b+c-1) 2a+b+c-1 , 

r(b)r(c) (10) 



while if b+cal and a >0, 

f(1- ;a,b,c) = f(l +;a,b,c) = (11) 

If b+c >2, f'(r;a,b,c) is continuous at r =1 and 

c- 1[(- 
a +b -c -2) 

a(-a+3b-c-4) a(a+l)(2a+3b+c) 
a+b+c-2 (a+b+c-2)(a+b+c-1)]' 

(12) 

Note that (12) may be positive or negative. Next, 
if 0 <b+cs1 and a >0 we find 

f'(1-;a,b,c)== f'(l+;a,b,c)=-* (13) 

The intermediate case 1 <b+cs2, a >0 breaks down 
into six subcases as follows: 

If c>1 and b<1, 

f'(1-;a,b,c)= f'(l+;a,b,c)= (14a) 

if c=1 and b=1, 

f'(1 ;a,b,c)=14(2a2-1), f'(1+;a,b,c)=-14(2a2+4a+1); 

(14b) 
if c =1 and b <1, 

f' ;a,b,c)-1472(4a2+4ab+b2-4a-3b), 

f'(l+;a,b,c)=-=; (14c) 

if c<1 and b>1, 

f' ;a,b,c)==, f'(l+;a,b,c)==; (14d) 

if c<1 and b=1, 

f'(1-;a,b,c)=m, f'(14;a,b,c)=-(3a2+3ac+c2+3a+c); 
2 (14e) 

if c<1 and b<1, 

f'(1';a,b,c)==, f'(1+;a,b,c)=-=. (14f) 

For a -0, the independent case, the results for 
f(r;a,b,c) and f'(r;a,b,c) follow from [12], with 

1 rb -1 
f(r;0,b,c) 

B(b,e) (1- 

4. Discussion of the Probability Density of r. 

It is seen from (8) -(14) that the shape of 
f(r;a,b,c) is determined by a, b, and c. To 
catalogue the situation, we present a 36 -cell 
partitioning of the parameter space {(a,b,c): 
an, b >0, c >0 }. Table 1 summarizes the implica- 
tions of (8) -(14) for each cell, while Figures 
1-4 contain Calcomp computer plots of f(r;a,b,c) 
for selected values of a, b, c in order to dis- 
play the various members of the family. Note 
that in the Table and in the following discussion 
we abbreviate f(r;a,b,c) to f(r). Also we use 
the symbol k to represent a non -negative finite 
generic constant and k* to represent a positive 
finite generic constant. 

It is clear from the Figures that the graph 
of f(r;a,b,c) can assume many unusual shapes and 
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that its appearance is sensitive to small changes 
in the parameters a, b, c. The following are 
among the special features of f(r;a,b,c): 

1. There is a vertical asymptote at r 
(f(O;a,b,c)== and f'(0;a,b,c)=-co) iff 

a +b <1. 

2. If a +bsl, the distribution may be bimodal 
with modes at r =0 and r =1. 

3. There is a vertical asymptote at r 
( f( 1-; a,b,c) =f(l +;a,b,c) =f'(1-;a,b,c) 
and f'(1 +;a,b,c) iff 

4. If b+c52, f'(r;a,b,c) is discontinous at 
r=1. 

5. The slope of the p.d.f. at r=0, f'(0;a,b,c), 
may be extremely senstitive to small 
changes in a+b. For example, it follows 
from (9) that 

if a+b 0.99 
f'(0;a,b,c) ±k if a+b 1.00 

= if a+b 1.01 

The Figures also suggest that as a, b, c, 

each increase, the distribution of r approaches 
normality. Notice that if in (3) we have m=n, 
the ratio of sums r* is also a ratio of means, and 

r*--r(na,nb,nc). 

Applying a general lemma of C. R. Rao [14], 
it easily follows that 

[r(na,nb,nc)- (a+1-7e) 
(a+c) 

This implies that the large sample distribution of 

r(na,nb,nc) approaches normality as n increases 
and ultimately becomes degenerate at (a +b) /(a+c). 

For completeness we also wish to mention that 
the first two authors [5] have pointed out that a+c 
is the quantity which determines whether or not 
moments of r are finite; in particular, it was 
found that 

E(r)<= iff a+c>1. 

and 

Var(r)<= iff a+c>2. 

The fact that some moments of r may be infinite 
is further evidence of the unusual nature of the 
distribution of r. 

5. Conclusion 

This paper has presented exact "closed form" 
distributional results (6), (7) for the ratio of 

two correlated gamma r.v.'s. These results also 

allow the statistician to obtain an efficient 
numerical, approximation to the exact distribution 
with any degree of accuracy. 



The results presented above for the ratio of 
correlated gamma variates suggest that the proba- 
bility distributions of ratios of random variables,' 
and of small -sample ratios of sums of random 
variables, often take unusual forms. In addition 
to the distribution theory presented here, the 
p.d.f.'s have an important implication for the 
practicing statistician: calculation of proba- 
bility statements involving ratios of r.v.'s is 
often undertaken assuming normality, but as the 
above graphs have shown, tiese calculations must 
be treated with considerable caution. Further- 
more, our results indicate that the accuracy of 
such probability calculations may rely heavily 
on precise estimation of the parameters of the 
ratio distribution. We hope to address this and 
other problems in future papers as part of our 
continuing study of ratios of random variables. 
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b+c>2 

Table 1. 

a+b>2 

Summary of Behavior of f(r) = f(r;a,b,c) for r =0,1. 

1<a+b<_2 a+b=1 a+b<1 

f(0)=0 
f'(0)=0 
f (1)=k* 

f'(1)=±k 

f(0)=0 
f'(0)=c(c+l) 
f (1)=k* 
f'(1)=±k 

f(0)=0 
f'(0)=m 
f (1)=k* 

f'(1)=tk 

f (0)=c 

f'(0)=c(2a-1-c) 
f (1)=k* 
f'(1)=±k 

f (0)=m 

f'(0)=-m 
f (1)=k* 

f'(1)=±k 

1<b+cS2 c>1, b<1 f(0)=0 
f'(0)=0 
f (1)=k* 

f(0)=0 
f'(0)=c(c+l) 
f (1)=k* 

f(0)=0 
f'(0)=m 
f (1)=k* 

f(0)=c 
f'(0)=c(2a-1-c) 
f (1)=k* 

f(0)=m 
f'(0)=-m 
f (1)=k* 

f' (1-)=-0o f'(l-)=-00 f'(l-)=-m f'(1-)=-00 f'(1-)=-00 

f' f'(1+)=-m 

c=1, b=1 f(0)=0 f(0)=0 f(0)-0 f (0)=c 

f'(0)=0 f'(0)=c(c+1) f'(0)=m f'(0)=c(2a-1-c) 
f (1)=k* f (1)=k* f (1)=k* f (1)=k* Impossible 
f'(1-)=k* f'(1-)=k* f'(1-)=tk f'(1-)=-k* 
f'(1+)=_k* f'(1+)=_k* f'(1+)=-k* f'(1+)=-k* 

c=1, b<1 f(0)=0 f(0)=0 f(0)=0 f (0)=c f (0)=m 

f'(0)=0 f'(0)=c(c+l) f'(0)= f'(0)=c(2a-1-c) f'(0)=-00 

f (1)=k* f (1)=k* f (1)=k* f (1)=k* f (1)=k* 

f'(1-)=k* f'(1-)=k* f'(1-)=±k f'(1-)=-k* f'(1-)=-k* 

f'(l+)=_m f'(l+)=-m 

c<1, b>1 f(0)=0 f(0)=0 f(0)=0 
f'(0)=0 f'(0)=c(c+l) 
f (1)=k* f (1)=k* f (1)=k* Impossible Impossible 

f'(1-)=m f'(l-)=m f'(1-)=m 
f'(11-)mm f'(l+)=m 

c<1, b=1 f(0)=0 f(0)=0 f(0)=0 f (0)=c 

f'(0)=0 f'(0)=c(c+l) f'(0)=m f'(0)=c(2a-1-c) 

f(1)=k* f(1)=k* f(1)=k* f (1)=k* Impossible 

f'(1-)=03 f'(1-)=m 

f'(1+)=-k* f'(1+)=-k* f'(1+)=-k* 

c<1, b<1 f(0)=0 f(0)=0 f(0)=0 f (0)=c f(0)=0* 

f'(0)=0 f'(0)=c(c+l) f'(0)=03 f'(0)=c(2a-1-c) f'(0)=-m 

f (1)=k* f(1)=k* f(1)=k* f (1)=k* f 

f'(1-)=m f'(1-)=m 

f'(l+)=-m f'(l+)=-m f'(1+)=_m f'(l+)=_m f'(1+)=+m 

b+cs1 f(0)=0 f(0)=0 f(0)=0 f (0)=c f 

f'(0)=0 f'(0)=c(c+l) f'(0)=03 f'(0)=c(2a-1-c) f'(0)=-03 

f (1)=m f (1)=m f (1)=m f(1)=m f(1)=m 
f'(1-)=m f'(1-)=03 f'(1-)=m f'(1-)=m 

f'(l+)=_m 
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Figure 1. Plots of f(r;a,b,c) versus r. 
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Figure 2.. Plots of f(r;a,b,c) versus r. 
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Figure 3. Plots of f(r;a,b,c) versus r. 
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THE EFFECTS OF-- SUBAREAS IN 'AN'ANALYSIS OF RESIDENCE HISTORIESA 
William H. Frey, Center for Studies in Demography and Ecology 

Department of Sociology, University of Washington 

Areal factors have been used in various ways 
in studies of metropolitan residential movement. 
Some have used an ecological approach showing, 
for example, that those areas with high mobility 
rates can be characterized by certain social and 
demographic characteristics (Moore, 1969). Other 
studies have focused on the demographic effects 
of net migration on a region by looking at the 
net movement from various social and economic 
subareas (Goldstein, 1965). A third type of 
analysis looks at the characteristics of movers 
from social and demographic areas of various 
types (Rossi, 1955). Although the first two 
types of studies are useful in determining broad 
structural patterns of change in an urban area, 
they give little in the way of clues as to which 
individuals are doing the moving. The third type 
of study which looks not only at areal character- 
istics but at individual factors as well, allows 
one to differentiate between the effects of each 
on mobility. This type of study is least repre- 
sented in the literature due to the difficulty in 
obtaining relevant data for both characteristics 
of the individual and place of origin. 

Utilizing residence histories and census 
tract data, this analysis will investigate the in- 
fluences of areal and individual characteristics 
as mobility determinants in the state of Rhode 
Island. The state generally represents the 

greater Providence metropolitan area --a medium 
sized, mature northeast urban center which has 
undergone significant population decline in its 
central city area. Areal influences on movement 
will be assessed here in terms of small social 
subareas (census tracts). 

AREAL INFLUENCES 

Perhaps the most noteworthy physical Charac- 
teristic in this regard is neighborhood density. 
The density criterion measured by "population 
per square mile" has proved successful in the ex- 
planation of mobility at the aggregate level par- 
ticularly for mono -nuclear city around which 
population density tends to exhibit a negative 
exponential relationship with the distance from 
the city center (Moore, 1971). This is in part 
explained since areas of greatest density are dis- 
proportionately composed of apartments, multiple 
family dwellings, and rented housing which gener- 
ally attract the more mobile segments of the 
population. However, other studies suggest some 
very real environmental components associated with 
neighborhood density which could predispose one to 
movement (Lansing and Hendricks, 1967). 

There is some agreement among writers on mo- 
bility that social areal characteristics are of 
more importance than either locational or physical 
characteristics (Abu -Lughod and Foley, 1960; 
Rossi, 1955). Shevky and Bell (1955) and more re- 
cent factorial ecologists (see Berry, 1970) have 
found urban regions to be differentiated according 
to dimensions of.socio- economic status, family 
status, and minority status. This study will fo- 
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cus on the first two of these dimensions in addi- 
tion to the past turnover status of urban subare- 
as as social areal factors. 

One might look at the household and housing 
characteristics usually associated with certain 
socio- economic status areas. In general upper 

socio- economic household heads are more likely 

to live in owned, single -family dwellings and are 
usually further along in the life cycle than are 
household heads from lower class areas. Since 

each of these characteristics are related to low- 

er mobility levels, one might expect generally 
lower residential movement originating in higher 

socio- economic neighborhoods. 

Aside from the compositional effects associ- 
ated with the mobility of each status - linked 
area, one might look at mobility behavior of in- 
dividual households because of their residence in 
these status areas. For example, it is reasonal, 

ble to assume that lower and middle status neigh- 
borhoods are the source areas of those households 

which are upwardly mobile both socially and resi- 
dentially. 

One further consideration is the changing 
class status of areas within the metropolitan 
community. According to the filtering model 
(Grigsby, 1963), a few residents of medium or 
high income areas tend to vacate their dwellings 
due to obsolescence of the neighborhood location, 
As the process gets under way, other long -time 
residents react to the same stimulus or to the 
undesirability of new arrivals into the neighbor- 
hood. 

There is also a segregation of residential 

areas by family status within the larger metropo- 
lis. A simplified model suggests that low family 
status areas will be inhabited by renters, apart- 

ment dwellers, and young people --all characteris- 
tics shown to be highly related to mobility. 
High family status areas will consist mostly of 
homeowners, single -family unit dwellers and fami- 
lies with -children--characteristics associated 
with infrequent movers (Johnston, 1971). Aside 
from these compositional effects, the family sta- 
tus of a neighborhood has environmental influen- 
ces on mobility incidence. In Rossi's (1955) 

study, the full families that resided in low 
family status areas showed higher mobility than 
any other household type. 

The interest here in neighborhood turnover 
status stems again from Rossi's work which shows 
that when the socio- economic status of an area is 
taken into account, families in high turnover 

areas are more likely to move than those in low 
turnover areas. 

Although Social Areal Analysis and other 
factorial ecologies isolate what appear to be in- 
dependent social dimensions of urban areas, in- 

tercorrelations and interactions exist between 
them, many times in regularly predictable 



patterns. Also, it is possible that each of the 
social characteristics might have quite different 

mobility effects among various urban locations. 
In light of these issues, the following questions 
are relevant: (1) Which social areal factors are 
most important in the determination of the inci- 
dence of residential mobility, given the fact 
that various interdependencies exist? (2) To 

what extent do areal determinants operate dif- 
ferently in the explanation of mobility incidence 
for zones of various population densities? 
(3) What are the relative effects of individual 
level determinants, on the one hand, and areal 
determinants, on the other, in the explanation of 
mobility incidence? 

DATA AND TABULATION TECHNIQUE 

This study utilizes two data sources: resi- 
dence histories as well as 1960 and 1970 census 
tract data. The residence histories were collect- 
ed from a probability sample of Rhode Island 
adults who were interviewed in 1967 and 1968 as 
part of a survey undertaken by the Brown Universi- 
ty Population Research Laboratory (see Organic & 

Goldstein, 1970). 

A residence history was obtained from each 
person interviewed that included every place of 
residence since birth. For purposes of this stu- 
dy, the portion of the residence history used was 
only that between 1955 and 1967 since our measures 
of the areal characteristics associated with each 
residence were obtained from the 1960 and 1970 
census and it was felt that these measures could 
not be inferred to residences before 1955. Por- 
tions of the residence histories were excluded in 
the following instances: when the individual was 
not residing in the state; and those years of re- 
sidence before age eighteen. The former exclu- 
sion was made since the focus of the study is only 
on intra -urban mobility; the latter was made since 
most moves made prior to age 18 were probably de- 
cided by parents. 

The data were tabulated utilizing a tech- 
nique wherein the residence history of each re- 
spondent is divided into one -year life segments 
and these segments were the units of analysis. 
Since 13 years of a respondent's residence history 
can be included in the analysis, it is possible 
for a single respondent to contribute thirteen 
segments or analysis units to the study; hence al- 
though 2,233 survey respondents provide the source 
of information in the form of residence histories, 
the actual analyses are based on 22,644 one -year 
life segments. Although the original survey con- 
stituted a probability sample of Rhode Island 
adults in 1967 -68, the population of one -year seg- 
ments does not comprise a representative sample 
for the analogous population in 1955 -67 because of 
death and out -movement of previous Rhode Island 
residents and due to memory failure associated 
with the residence histories themselves. Each 
segment was classed as mobile or non -mobile de- 
pending upon whether a move had taken place during 
the segment year examined. Tabulations in the 
analysis, then, will be presented in terms of "mo- 
bility rates " --(move segments /total segments) X 
100 --for categories associated with the indepenw 
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dent variables. 

This data source is unique in that census 
tract locations were recorded for each residence 
in the histories. Here it is possible to cate- 
gorize the one -year segments by census tract 
characteristics and to analyze the effects of 

these characteristics on mobility incidence. 

The social areal characteristics used to 
classify tracts represent measures of socio -eco- 
nomic status, change in socio- economic status, 
family status, change in family status, and turn- 

over status. These measures are based on 1960 
and 1970 census tract data for the state of Rhode- 

Island (U.S. Bureau of the Census 1960; 1970). 

Further details on these measures are given in 
Appendix A. 

In addition, the state has been partitioned 
into three zones based on levels of population 
density for towns in the state. In general, zone 

1 refers to central city areas and industrial sa- 
tellites; zone 2 includes immediate suburbs to a 
large extent; and zone 3 refers to towns of 
lowest population density which characterize 
areas on the periphery of the metropolitan area. 
In a crude sense, the density index can also be 
considered a level of urbanization index. 

ANALYSIS 

Overall Mobility Incidence Undertaken first will 
be analyses directed toward answering the ques- 
tion regarding which areal factors are most 
important in the determination of mobility inci- 
dence. The investigation will center around the 
tract characteristics just discussed. Table 1 

shows unadjusted mobility rates associated with 
the various areal characteristics. Highest le- 
vels of movement are shown for areas of low 
socio- economic and low family status, high turn- 
over status and in areas of downwardly changing 
family and socio- economic status. Higher rates 
are also shown for zones of greater density. 
The strongest relationships are seen for the 
areal factors: family status and socio- economic 
status. 

The adjusted rates in Table 1 are presented 
in an attempt to control for intercorrelations 
among tract characteristics. This is a modifica- 
tion of the dummy variable regression technique 
proposed by Andrews, Morgan and Sonquist (1967) 
as multiple classification analysis. 

Two sets of adjusted rates are shown in the 
Table. The first set includes the zone index as 
an independent variable and the second does not. 
The first set shows rather dramatically that when 
all social areal characteristics are taken into 

account, the zone of origin has virtually no in- 
dependent effect on mobility incidence. In both 
multivariate analyses, the family status factor 
still predominates as the most important mobility 
determinant, but the adjusted rates for low fami- 
ly status areas are been reduced. Less importance 
is attributed to socio- economic status which is 
now on a par with turnover status. The bottom 



Table 1 

MOBILITY RATES AND CONTRIBUTIONS TO MOBILITY EXPLANATION 
BY TRACT CHARACTERISTICS 

Population: One -year Segments in Zones 1, 2, and 3. 

Adjusted rates are adjusted for all tract characteristics 

Tract 
Characteristic 

Mobility Rates 
Number Unadjusted Adjusteda Adj ustedb 

Socio- economic status 
High 8.2 8.4 8.4 6,968 

Medium 8.4 9.4 9.4 8,359 

Low 12.7 11.4 11.4 7,317 

Eta .0701 Beta .0411 Beta .0406 

Change in socio -economic status 
Upward 8.8 9.3 9.3 6,979 

Moderate 9.3 9.7 9.8 7,333 

Downward 10.9 10.1 10.1 8,332 

Eta .0303 Beta .0110 Beta .0111 

Family status 
High 7.2 7.9 7.9 7,301 

Medium 9.2 9.6 9.6 8,362 

Low 13.1 11.9 11.9 6,981 

Eta .0799 Beta .0546 Beta .0535 

Change in family status 
Upward 8.9 8.9 8.9 5,616 

Moderate 9.0 9.5 9.5 9,126 

Downward 11.1 10.6 10.6 7,902 

Eta .0344 Beta .0230 Beta .0231 

Turnover status 
High 11.9 11.6 11.6 5,905 

Medium 10.1 9.7 9.7 8,042 

Low 8.0 8.5 8.5 8,697 

Eta .0524 Beta .0419 Beta .0420 

Zone 
Zone 1 11.8 9.7 9,878 

Zone 2 8.5 9.8 7,815 

Zone 3 7.5 9.7 4,951 

Eta .0632 Beta .0025 

Overall 9.7 26,444 

Tract 
Characteristic 

Contributions to Mobility Explanationc 
Percentage of 
Total Variance 

Percentage of 
Explained Variance 

Socio -economic status .14 13.6 

Change in socio -economic status .01 1.0 

Family status .64 62.1 

Change in family status .07 6.8 

Turnover status .17 13.6 

Zone .00 0.0 

Total 1.03 100.0 

aIncludes tract characteristic, zone. 

bExcludes tract characteristic, zone. 

centered in a stepwise manner as follows: family status, socio -economic status, turnover status, change 

in family status, change in socio -economic status, zone. 
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Table 2 

ADJUSTED MOBILITY RATIOS FOR ZONES BY TRACT CHARACTERISTICS 

Ratios are computed from mobility rates adjusted for all tract characteristics. 

Tract 
Characteristic Overall 

Mobility Ratiosa 
Zone 1 Zone 2 Zone 3 

Socio -economic status 
High .87 .92 .89 1.05 

Medium .97 .85 1.06 .92 

Low 1.18 1.10 1.12 1.23 

Beta .0406 Beta .0418 Beta .0208 Beta .0287 
Change in socio -economic status 

Upward .96 .85 1.13 1.04 
Moderate 1.01 1.04 1.04 .89 

Downward 1.04 .91 .89 2.16b 
Beta .0111 Beta .0303 Beta .0281 Beta .0454 

Family status 
High .81 1.19 .76 .97 

Medium .99 .89 1.27 .95b 

Low 1.23 1.04 1.24 3.43 
Beta .0535 Beta .0312 Beta .0757 Beta .0728 

Change in family status 
Upward .92 .95 .82 .99 

Moderate .98 .91 1.07 .91 

Downward 1.09 1.08 1.01 1.50 
Beta .0231 Beta .0308 Beta .0271 Beta .0490 

Turnover status 
High 1.20 1.28 1.02 1.07 

Medium 1.00 .97 1.15 .89 

Low .88 .81 .88 1.03 
Beta .0420 Beta .0683 Beta .0340 Beta .0210 

aThe mobility ratio is defined as: The mobility rate for the category (e.g., high SES status) 
The mobility rate for the subpopulation (e.g., Zone 3) 

For example, the adjusted ratio for high SES status tracts in the overall population is equal to 
(from Table 1): 8.4 

9.7 
bBased on less than 100 cases 

Table 3 

CONTRIBUTIONS TO MOBILITY EXPLANATION BY TRACT CHARACTERISTICS AND BY TRACT 
CHARACTERISTICS WHEN INDIVIDUAL HOME OWNERSHIP STATUS AND AGE /MARITAL 

STATUS ARE CONTROLLED 

Tract 
Characteristic 

Percentage of Variance Explained by 
Tract Character- Individual Home Owner- Tract Characteristics 
istics Only ship Status and Age/ in Addition to Home Own - 

Marital Status ership & Age /Marital Status 

Socio -economic status .49 11.38 .05 
Change in socio -economic status .09 11.38 .05 
Family Status .64 11.38 .05 
Change in family status .12 11.38 .01 
Turnover status .27 11.38 .11 
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portion of the Table shows, however, the combined 
factors explain a law percentage of the total ma-, 
bility variance. 

Mobility Incidence for Metropolitan Zones It has 
been suggested that social areal factors will af- 
fect mobility differently in various urban loca- 
tions. In Table 2, zone -standardized mobility 
ratios are presented which allow one to compare 
mobility differentials of each areal factor a- 
cross zones. 

Looking at turnover status, its overall di- 
rect relation to mobility can be seen particular- 
ly in segments located in zone 1. The pattern is 
quite different in zones 2 and 3, which display 
much smaller differentials. The overall inverse 
relation of family status with mobility is not 
exactly duplicated in each of the three zones but 
two general patterns are evident: the pattern of 
a U- shaped mobility relation in zone 1 and the 
pattern of an approximately inverse mobility re- 
lation in zones 2 and 3. The overall socio- econo- 
mic status- mobility differential is not replicated 
in each of the three zones. However, in all in- 

stances, the lower socio- economic tracts display 
highest mobility. Differing patterns across zones 
are shown also for the factor, change in socioeco- 
nomic status; the zone 2 differential exhibits a 
pattern exactly opposite to the overall trend. 

Although there is deviation from the overall dif- 
ferential in the change in family status factor, 
the general association of mobility with declining 
area status can be seen in all three zones. 

These findings might be summarized as fol 
lows: areal factors individually or as a group 
display a disappointingly low level of explanation 
toward mobility incidence. The family status of 
an area goes farthest toward explaining mobility 
variance in the overall analyses, and the other 
factors show differentials in expected directions. 
The overall rates mask quite different patterns a- 
cross the three urban zones; turnover status is 
the most successful areal mobility determinant in 
zone 1 with family status dominating in zones 2 
and 3. This suggests that whatever environmental 
effects social areal characteristics have on mobi- 
lity, operate within specific zonal locations in 
the urban area. 

Areal and Individual Influences on Mobility Indi 
vidual level factors were not taken into account 
in the preceding analyses, and it is conceivable 
that the areal mobility differentials, though 
small, result more from individual related char- 
acteristics than from environmental effects. 
Further tabulations from these data (not shown) 
indicate that there is a tendency for the areal 
categories which scored high on mobility to be 
composed disproportionately of high mobility -rela- 
ted individual level characteristics. 

Perhaps the clearest way to show the effects 
individual factors have on the areal differentials 
is to look at the relative percentages of mobility 
variance explained by areal factors when individu- 
al effects have been taken into account. In the 
first column of Table 3 is shown the percentage of 
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variance explained by each areal factor alone; 
in the second column it can be seen that 11.38% 
of mobility variance is explained by two indivi- 
dual level factors --home ownership and age/mari- 
tal status, a life -cycle factor. The third 
column in the Table shows the percent of varia- 
tion explained by areal factors in addition to 
that in the second column. 

It is apparent that the individual level de- 

terminants contribute far more to the explanation 
of individual mobility incidence than do the are- 
al determinants; moreover when areal effects are 
controlled for age /marital status and home owner- 
ship, the additional variance contributed by the 
areal factors is negligible. Tabulations (not 

shown) demonstrate this to be the case within 
each zone as well. Hence the areal mobility dif- 
ferentials shown earlier are in large part a 
function of individual and household determinants 

EVALUATION 

A major finding in this investigation is 
that areal characteristics (at the census tract 
level) are weak mobility determinants. When in- 
dividual and household determinants are taken in- 
to account, the areal effects on mobility are 
negligible. However, within the small percentage 
of variation explained by areal factors, the fin- 
dings show that the effect of an area's turnover 
status is greater in densely populated central 
city locations and that the family status of an 
area predominates in the suburban zones. 

This investigation has significant implica- 
tions for those who wish to isolate relevant are- 
al and environmental factors characteristic of 
high mobility areas. Our results suggest that at 
the minimum such investigations should stratify 
areas by aggregate measures of variables that are 
also successful individual mobility determinants 
(for example, home ownership and age /marital sta- 
tus).and, if possible, individual level data 
should be obtained. Although our data (not 
shown) indicate that social areas may have some 
contextual effects on individual and household 
mobility, such influences on aggregate movement 
are minimal in comparison to the compositions of 
areas with'regard to the major individual level 
determinants. 

In regard to ecological mobility patterns in 
the urban area, the results presented here sug- 
gest that aggregate net movement patterns ob- 
served for various socio-economic and family 

status areas are not a consequence of selective 
out -movement due to the social environment. 
Those aggregate differentials may in part result 
from the composition (for example: age, home own- 
ership) associated with the socio- economic and 
family status areas or alternatively from differ- 
ences in the "drawing power" of certain social 
areas in terms of selective in- movement. 

Finally the analysis supports the contention 
that whatever influence the social environment 
does exert on mobility is differentiated by zonal 
location in the urban area. Further research 



with this data will focus on determinants of zon- 

al destinations for intra -urban movers. 

FOOTNOTES 

1. This paper is part of a larger study of resi- 
dential mobility and migration to be pub- 
lished in the forthcoming monograph Residen- 
tial Mobility, Migration and Metropolitan 
Change by Alden Speare, Jr., Sidney Goldstein 
and William H. Frey (Ballinger Press). The 

work was supported by United States Public 
Health Grant HS -00246 from the National Cen- 
ter for Health Services Research and Develop- 
ment. The data were collected by the Popula- 
tion Research Laboratory of Brown University. 
The author is grateful to the collaborators 
in the larger study for their helpful com- 
ments on this paper. 

2. The factor, home ownership consists of two 
categories: owners and renters. The life - 
cycle factor, age /marital status, consists of 
five categories: never married individuals 
and ever married household heads aged 18 -29, 
30 -44, 45 -64, and 65 and over. The explained 
variance attributed to these factors in 
Table 3 are based on dummy variable regres- 
sion analyses. 
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APPENDIX A: DESCRIPTION OF TRACT CHARACTERISTICS 

The following are descriptions of the indices 
used as tract characteristics based on 1960 and 
1970 census measures. In Tables 1,2 and 3 the 
units of analysis are one -year life segments 
created from residence histories which were col- 
lected from a probability sample of Rhode Island 
adults in 1967 and 1968. The segments represent 
single years of residence for these individuals 
between 1955 and 1967. Since census tract loca- 
tions were recorded for each segment, it was pos- 
sible to categorize each residence by the tract 
characteristics below. Tract characteristic 
scores for segments representing intercensal years 
(e.g., 1962) were linearly interpoliated from the 
tracts' 1960 and 1970 scores. In all Tables each 
tract characteristic is recoded into three cate- 
gories such that roughly one -third of the tracts 
in 1960 fall in each. 

Socio- economic Status Index 
Tract score is defined as the standard 
score of the following: 

Average of (a) Standard score of percent 
families earning less than $4,000 a year 
in 1960 and $5,000 a year in 1970; (b) 

Standard score of percent males 
reporting occupations other than oper- 
atives, service workers, or laborers; (c) 
Standard score of percent persons 25 
years and older who have completed high 
school. The 1960 standard scores are 
relative to other R.I. tracts in 1960. 
The 1970 standard scores are relative to 

other R.I. tracts in 1970. 
Change in Socio- economic Status Index 

Tract score is the difference of the 1960 
score from the 1970 score on the Socio- 
economic Status Index. 

Family Status Index 
Tract score in 1960 is defined as the stan- 
dard score (relative to other R.I. tracts in 
1960) on the measure: married couples with 
children under 18 divided by all occupied 
dwelling units. 
Tract score in 1970 is defined as the stan- 
dard score (relative to other R.I. tracts in 
1970) on the measure: Husband -wife families 
with children under 18 divided by all oc- 
cupied dwelling units. 

Change in Family Status Index 
Tract score is the difference of the 1960 
score from the 1970 score on the Familism 
Status Index. 

Turnover Status Index 
Tract score is defined as a number of per- 
sons not residing in the same house five 
years ago divided by population five years 
of age and over multiplied by 100. 



Introduction 

ON THE DECREASE IN BLACK MALE LIFE EXPECTANCY 
Kurt Gorwitz, Office of Health and Medical Affairs 

with the lowest rate) were 23.3 percent below the 
state average in 1959 -61 and 31.4 percent in 
1969 -71. In the latter period, the black male 
age -adjusted mortality rate was more than twice 
the comparable figure for white females. 
Approximately 2/3 of the increase in the black 

male age -adjusted mortality rate resulted from a 
dramatic rise in deaths in the age group 15 -44. 
Between 1959 -61 and 1969 -71, rates increased 
131.3 percent (from 1.6 to 3.7) at ages 15 -24, 
100.0 percent (from 2.8 to 5.6) at ages 25 -34 and 
71.7 percent (from 5.3 to 9.1) at ages 35 -44. 
Concurrently, they remained essentially unchanged 
in this age group for the three other race -sex 
groups. In comparison with rates for white 
males, black male rates in 1959 -61 were 14.3 per- 
cent higher at ages 15 -24, 75.0 percent higher at 
ages 25 -34, and 89.3 percent higher at ages 35- 
44. By 1969 -71, they were 117.6, 250.0, and 
184.4 percent higher, respectively. In compar- 
ison with similar figures for black females, 
these percentages were 60.0, 21.7, and 15.2 in 
1959 -61 and 236.4, 166.7, and 89.6 in 1969 -71. 
That is, the most dramatic absolute and relative 
rise occurred in the age group 15 -24. 
Approximately 2/3 of this increase in black 

male deaths in the age group 15 -44 was in turn 
caused by a major rise in mortality from two 
causes -- accidents and homicides. Between 1959 -61 
and 1969 -71, the death rate for accidents in- 
creased 59.8 percent (from 59.7 per 100,000 to 
95.4) while the rate for homicides rose 236.5 
percent (from 54.0 to 181.7). These two causes 
accounted for approximately 1/3 of all black male 
deaths in this age group in 1959 -61 compared with 
1/2 in 1969 -71. In comparison with rates for 
white males, black male rates in 1959 -61 were 
11.2 percent lower for accidents and 1,442.8 per- 
cent higher for homicides. By 1969 -71, the com- 
parable figures were 13.3 and 2,012.8 percent 
higher, respectively, for black males. In com- 
parison with black females, black male rates were 
209.3 and 193.5 percent higher in 1959 -61 and 
250.7 and 544.3 percent higher in 1969 -71. Con- 
currently, while black male death rates decreased 
from a number of other leading causes such as 
heart disease, cancer, vascular lesions, and 
diabetes, 'they generally remained higher than 
similar figures for each of the other three race 
and sex groups. 
At age 15, black males in 1969 -71 had a life 

expectancy of 49.1 years, a decrease of 3.7 years 
from the 52.8 noted in 1959 -61. This former 
figure was 6.0 years less than the comparable 
55.1 for white males, 8.1 years less than the 
57.2 for black females and 13.0 years less than 
the 62.1 for white females. The gap gradually 
decreased with advancing age. Beginning at age 
65, black male life expectancy exceeded white 
males'. 

In 1959 -61 and 1969 -71, white males, white 
females, and nonwhite females at birth had a 70- 
75 percent probability of eventually dying from 
the three leading causes of death --heart disease, 
cancer, and vascular lesions. This probability 
for nonwhite males was 64.2 percent in 1959 -61 
and 58.3 percent in 1969 -71. Compensating for 
this decrease was an increase in the probability 

In the United States, age- adjusted mortality 
rates for nonwhite male and female residents 
have for some time been approximately 40 percent 
higher than comparable figures for their white 
counterparts. Life expectancy, as a result, has 
been about five years lower. This disparity has 
been masked in commonly published crude mortal- 
ity statistics since these do not reflect the 
nonwhite population's higher percentage of 
younger residents and concomitant lower percent- 
age of older residents. 
Age- specific and age- adjusted mortality rates 

declined fairly steadily for some time for each 
of the four race and sex groups. This decrease 
has continued to the present time for both white 
and nonwhite females. However, in the past de- 
cade (between 1960 and 1970) rates remained es- 
sentially unchanged for white males and increas- 
ed quite appreciably for nonwhite males. Pres- 

ently (1970), life expectancy is approximately 
61 years for nonwhite males, 68 years for white 
males, 69 years for nonwhite females and 75 
years for white females. 
We here present Michigan data for 1959 -61 and 

1969 -71, focusing on the relative impact of var- 
ious causes of death and on variations in mor- 
tality rates at specific age levels. Possible 
cultural, economic and social issues related to 
the trends noted will be discussed and the im- 
plications of the widening disparity in rates 
will be considered. Although similar detailed 
data for the United States for the years 1969 -71 
have not as yet been published, available sta- 
tistics indicate comparable trends. 

Analysis of Findings 

Michigan's total population increased 13.4 per- 
cent, from 7,823,000 to 8,875,000, between 1960 
and 1970. During the same time period, the num- 
ber of nonwhite residents increased 41.4 percent, 
from 737,000 to 1,042,000. Approximately half 
of this higher growth rate reflects the continu- 
ing substantial in- migration of younger nonwhite 
males (and their families) seeking employment in 
automobile related professions, particularly in 
the first half of the decade. More than 95 per- 
cent of all nonwhite residents are black and the 
terms nonwhite and black are therefore used in- 
terchangably here. Approximately 75 percent of 
nonwhite residents, but only 10 percent of white 
residents, live in Detroit, Michigan's largest 
city. Most of the rest live in the state's 
other urban centers. 

In 1959 -61, annual age -adjusted mortality 
rates were 10.1 (per thousand) for white males, 
6.6 for white females, 11.4 for nonwhite males, 
and 9.1 for nonwhite females. By 1969 -71, these 
rates had remained unchanged for white males, 
decreased 10.6 percent (to 5.9) for white fe- 
males, increased 15.8 percent (to 13.2) for non- 
white males, and decreased 6.6 percent (to 8.5) 

for nonwhite females. In 1959 -61, black male 
mortality was 32.6 percent above the general 
state rate. By 1969 -71, this excess was 53.5 
percent. Conversely, white females (the group 
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of dying from accidents (from 4.7 to 5.8 percent) 
and from homicides (from 2.9 to 6.9 percent). 
Given current rates, one out of eight black males 
will ultimately die from an accident or from ho- 
micide. This probability is one out of 17 for 
white males, one out of 30 for white females and 
one out of 26 for nonwhite females. 
Based on 1969 -71 rates, elimination of heart 

disease deaths would increase the life expectancy 
in each of the four race -sex groups by 5 -6 years 
with the least impact (5.1 years) on black males. 
Should no further cancer deaths occur, life ex- 
pectancy would rise about 2.5 years. Homicides, 
which reduced life expectancy of black males by 
0.8 years in 1959 -61, were responsible for a re- 
duction of 2.3 years in 1969 -71 compared with 0.2 
years for white males, less than 0.05 years for 
white'females and 0.5 years for black females. 
That is, homicides and cancer have virtually an 
equal impact on reducing black male life expec- 
tancy. The impact of accidents as well as influ- 
enza and pneumonia in reducing black male life 
expectancy was also relatively large. 

Discussion 

The facts presented here surely should be a 
matter of major concern. Prime among the ques- 
tions raised are the reasons for the reduced 
black male life expectancy, the impact of the 
relatively large black male in- migration, and 
whether or not remedial actions are available. 
While some definitive responses readily come to 
mind, others cannot be documented or may be open 
to question. It would certainly appear, however, 
that the trend noted resulted from the inter- 
action of a number of factors or conditions. 
As documented, most directly responsible for 

the decrease in black male life expectancy has 
been the dramatic increase in homicides, partic- 
ularly in the age group 15 -44. In fact, the 
number has continued to go up, virtually doubled 
in the last five years and is currently (1974) at 
a record level. More than three -quarters of all 
homicides of black males in 1973 were caused by 
handguns, primarily either in a crime of passion 
between relatives and /or acquaintances or as the 
end result of the commission of a crime. Hand- 
guns are readily available in our major cities 
and the number in the hands of private citizens 
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is estimated to be in the hundreds of thousands 

or even millions. Surely the data presented here 

provide an indication of the need for vigorous 

enforcement of existing statutes as well as new 

legislation required to control and limit the 

manufacture, distribution, and possession of 

handguns. It may logically be argued that the 

rising and excessive homicide rate among black 

males is directly related to cultural, economic 

and social issues which must ultimately be re- 

conciled and resolved. However, such effort 

would require a long- range, ongoing commitment 

and does not preclude the need for concurrent 

preventive actions related to manifestations of 

these issues. 
The number of black residents increased 40 per- 

cent in Michigan between 1960 and 1970. This 

figure was even higher in the younger ages and 

was particularly pronounced in the city of 

Detroit. Unemployment and under -employment is 

appreciably above the national average and has 
resulted in a widening economic gap. It is our 
impression also that employment with an actual or 
potential health hazard is increasingly filled by 
black males. Rigorous enforcement of safety 
standards and pollution control requirements as 
well as expanded vocational training with the 
potential for meaningful upward mobility would 
all appear to be indicated. 

In northern industrial states such as Michigan, 
black residents can be expected to continue 
living primarily in core areas of large cities. 
The ongoing drift of health manpower and facili- 
ties to the suburbs must be halted and reversed. 
Reasonable access to required services as well 
as some equitable third -party payment mechanism 
would appear to be essential to bridging present- 
ly existing gaps. 

It is possible that mortality rates have been 
rising among black males because of the large 
scale migration from Southern states of individ- 
uals concentrated in the lowest socio- economic 
levels. This in- migration has now virtually 
ceased and there is, in fact, evidence of some 
out - migration. We cannot document the relative 
impact of this migration and do not know whether 
black male mortality rates differ between long- 
term residents and recent arrivals. A detailed 
analysis within the context of socio- economic and 
cultural variables is indicated. 



TABLE 1 

ANNUAL AGE -SPECIFIC MORTALITY RATES (PER 1,000) BY RACE AND SEX 

MICHIGAN 

1959 -1961 AND 1969 -1971 

White Male White Female Nonwhite Male Nonwhite Female 
AGE (IN YEARS) 1960 1970 1960 1970 1960 1970 1960 1970 

TOTAL (CRUDE) 10.2 10.1 7.2 7.3 8.7 10.6 6.8 7.0 

(AGE ADJ.) 10.1 10.1 6.6 5.9 11.4 13.2 9.1 8.5 

-1 26.2 20.7 19.5 15.5 43.4 38.2 34.1 30.7 

1 -4 0.9 0.8 0.8 0.7 1.3 1.3 1.0 1.2 

5 -14 0.5 0.5 0.3 0.3 0.5 0.6 0.4 0.4 

15 -24 1.4 1.7 0.5 0.6 1.6 3.7 1.0 1.1 

25 -34 1.6 1.6 0.8 0.8 2.8 5.6 2.3 2.1 

35 -44 2.8 3.2 1.8 2.0 5.3 9.1 4.6 4.8 

45 -54 8.8 8.4 4.7 4.5 12.6 15.4 10.2 9.6 

55 -64 21.6 21.6 11.1 10.4 26.6 29.1 22.0 18.9 

65 -74 49.5 49.4 28.9 25.9 53.5 53.9 39.1 36.3 

75 -84 106.6 106.5 78.9 68.7 78.6 90.7 63.1 63.0 

85 + 220.2 194.4 195.4 162.0 136.7 108.8 127.2 96.2 

TABLE 2 

RACE AND SEX SPECIFIC MORTALITY RATES AS A PERCENT OF 

THE TOTAL 1959 -1961 MORTALITY RATE 

MICHIGAN 

YEAR WHITE MALE WHITE FEMALE NONWHITE MALE NONWHITE FEMALE 

1959 - 1961 

1969 - 1971 

CHANGE 

117.4 

117.4 

76.7 

68.6 

- 8.1 

132.6 

153.5 

+ 20.9 

105.6 

98.5 

- 7.1 
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TABLE 3 

ANNUAL MORTALITY RATES (Per 100,000) IN THE AGE GROUP 15 -44 
BY RACE, SEX, AND LEADING CAUSES OF DEATH 

MICHIGAN 1959 -1961 AND 1969 -1971 

White Male White Female Nonwhite Male Nonwhite Female 

CAUSE OF DEATH 1960 1970 1960 1970 1960 1970 1960 1970 

TOTAL 195.7 209.2 106.5 103.5 336.3 566.1 269.4 240.6 

HEART DISEASE 42.2 29.1 11.8 8.8 58.4 58.0 45.2 28.6 

CANCER 24.4 24.7 30.3 24.5 31.4 28.5 47.0 29.2 

VASCULAR LESIONS 5.8 4.9 5.2 5.0 18.0 15.1 23.0 18.6 

INFLUENZA & PNEUMONIA 3.3 3.8 2.8 3.1 11.1 24.3 12.6 10.2 

DIABETES 3.0 2.4 2.4 2.0 7.6 7.0 4.8 6.5 

ACCIDENTS 67.2 84.2 15.9 23.6 59.7 95.4 19.3 27.2 

HOMICIDES 3.5 8.6 1.6 2.8 54.0 181.7 18.4 28.2 

ALL OTHER 46.3 51.6 36.5 33.6 96.2 156.0 99.1 91.9 

TABLE 4 

LIFE EXPECTANCY AT SPECIFIED AGE LEVELS BY RACE AND SEX 
MICHIGAN 1959 -1961 AND 1969 -1971 

White Male White Female Nonwhite Male Nonwhite Female 

AGE 1960 1970 1960 1970 1960 1970 1960 1970 

0 67.7 68.1 74.7 75.5 64.3 61.1 68.0 69.4 

1 68.5 68.6 75.2 75.6 66.2 62.5 69.4 70.6 

5 64.8 64.8 71.3 71.8 62.5 58.8 65.7 67.0 

15 55.1 55.1 61.5, 62.1 52.8 49.1 55.9 57.2 

25 45.8 45.9 51.7 52.4 43.6 40.7 46.4 47.8 

35 36.5 36.6 42.0 42.8 34.6 32.8 37.3 38.7 

45 27.3 27.6 32.6 32.5 26.2 25.4 28.4 30.4 

55 19.4 19.5 23.8 24.8 19.0 18.8 21.4 22.9 

65 12.7 12.9 15.9 16.9 13.3 13.4 15.4 16.5 

75 7.8 8.1 9.4 10.4 9.3 9.7 10.4 11.6 

85 4.3 5.2 4.8 6.0 5.1 7.5 5.4 7.8 
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TABLE 5 

PROBABILITY OF EVENTUALLY DYING FROM SPECIFIED CAUSES BY RACE AND SEX 
MICHIGAN 1959 -1961 AND 1969 -1971 

White Male White Female Nonwhite Male Nonwhite Female 

CAUSE OF DEATH 1960 1970 1960 1970 1960 1970 1960 1970 

TOTAL 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 

HEART DISEASE 43.2 43.0 41.0 43.0 34.4 32.5 37.4 38.4 

CANCER 16.0 17.4 16.0 16.1 17.2 16.8 14.0 14.3 

VASCULAR LESIONS 11.2 9.3 16.6 14.4 12.8 9.0 18.3 15.4 

INFLUENZA & PNEUMONIA 2.8 2.7 2.3 2.8 4.6 4.3 4.4 4.0 

DIABETES 1.9 2.2 3.6 3.6 1.7 2.3 4.1 4.8 

ACCIDENTS 5.2 5.4 3.7 3.2 4.7 5.8 2.3 2.5 

HOMICIDES 0.2 0.5 0.1 0.1 2.9 6.9 1.2 1.3 

ALL OTHER 19.5 19.6 16.7 16.8 21.8 22.6 18.4 19.5 

TABLE 6 

REDUCTIONS IN LIFE EXPECTANCY DUE TO SPECIFIC CAUSES OF DEATH BY RACE AND SEX 
MICHIGAN 1959 -1961 AND 1969 -1971 

White Male White Female Nonwhite Male Nonwhite Female 

CAUSE OF DEATH 1960 1970 1960 1970 1960 1970 1960 1970 

HEART DISEASE 6.5 6.6 5.3 5.7 5.4 5.1 5.8 6.0 

CANCER 1.9 2.5 1.9 2.7 2.5 2.6 2.4 2.6 

VASCULAR LESIONS 1.1 1.0 1.9 1.5 1.3 1.2 2.2 2.2 

INFLUENZA & PNEUMONIA 0.5 0.4 0.3 0.4 0.9 0.8 0.8 0.8 

DIABETES 0.2 0.7 0.4 0.4 0.2 0.3 0.6 0.8 

ACCIDENTS 1.5 1.5 0.9 0.8 1.3 1.7 0.6 0.8 

HOMICIDES 0.1 0.2 * * 0.8 2.3 0.3 0.5 

*Less than 0.05 
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A MODEL OF INCOME DIFFERENTIALS 
By K. L. Gupta, Uni 

Recently, Arrow stated that, "Inequality in 
economic development among countries and among 
groups and regions within a country provides a 
second, somewhat complicated difficulty for neo- 
classical theory. A purely neoclassical answer 
would explain differences in per capita income by 
differences in physical and human assets per 
capita. This of course raises the further 
question, how this came to be, a question which 
would require a fully dynamic model to answer; 
but I think the more compelling problem is that 
the differences in income seem much too vast to 
be explained by factor differences ".1 This 
paper is an attempt to examine the extent to 
which the neoclassical theory does provide an 
explanation of per capita income differentials 
between developing countries. A distinguishing 
feature of the paper lies in the fact that the 
single equation neoclassical model is treated as 
part of a set of a simultaneous equation model 
which explicitly allows for the role of demo- 
graphic factors. The scheme of the paper is as 
follows. In Section I we present the model, 
Section II presents the results, and the last 
section briefly summarizes the findings. 

I. The Model 

The neoclassical explanation is a straight 
forward one. Consider the following production 
function: 

Y F (K,L) (1) 

where Y, K, and L are GNP, capital, and labor 
respectively. 

Assuming that this production function is 
linear and homogeneous, it may be written in per 
capita terms as 

Y F (2) 

N N N 

where N is population and (L /N) represents total 
labor force participation rate. Thus equation 
(2) states that, abstracting from technical 
change, per capita income depends on per capita 
capital and the labor force participation rate. 
In other words, countries which exhibit high 
k( -K /N) and /N), should be expected to have 
high per capita income and vice -versa. 

The above model has one major short - coming 
and that is the exogenous nature of the labor 
force participation rate. The correct procedure 
would be to explicitly allow for the role of 
demographic factors as determinants of PR and 
thus in the determination of differences in per 
capita income. This is the procedure we follow. 

For our purpose, we face an empirical prob- 
lem before this can be done. The data on inter- 
national labor force participation rates are 
highly inadequate and imprecise. Thus the 
estimation of an equation like (2) is very 
difficult. In order to overcome this difficulty, 
following demographic theory, we postulate that 
participation rates depend on dependency rates - 
a variable for which reliable data are available - 
such that 

PR f(DR) f' < 0 (3) 

where DR stands for dependency rates.' Equation 
(3) implies that the higher are the dependency 
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rates, the lower will be the participation rates. 
Hence, a priori, we should expect a negative 
partial relationship between per capita income 
and dependency rates.?/ 

Assuming that the empirical model is repre- 
sented by a linear equation and further that 
quality differences in labor force are represent- 
ed by .differences in literacy rates and further 
that non -capital resources also affect per capita 
income, the equation to be estimated is given by 

Y a + bk + cDR + dDEN + cLIT 
(4) >0 <0 <0 >0 

where the expected signs of the coefficients are 
indicated below the coefficients and DEN stands 
for population density which is used to measure 
non -capital resources, an admittedly crude 
measure as pointed out by Adelman-1/ LIT stands 
for literacy rate. Per capita energy consumption 
is used as a proxy for per capita fixed capital/ 
and is measured in kilograms per capita coal 
equivalents. 

We now assume that the dependency rate is an 
endogenous variable. To take account of this, we 
specify the following additional equation: 

DR ao + bó R (5) 

BR a1 + b1FPR + c1y + d1IMR + cILIT + f1ALF(6) 

FPR a2 + b2BR + c2AFL (7) 

a3 + bay + c3ALF + d4LIT + e4HB (8) 

where, in addition to the variables already 
defined, 

BR: birth rate per 1000 
FPR: female labor force partifipation rate 
IMR: infant mortality rate 
ALF: percentage of labor force in 

agriculture 
HB: number of persons per hospital bed 

Detailed explanations for these specificati,ons 
can be found in the author's other paper._ 
Therefore only brief comments on these equations 
are offered here. 

Dependency rate equation 
This equation is straightforward and its 

rationale has been ably summarized by Leff. 
Thus, "demographic theory indicated that a pro- 
longed high birth rate will affect a population's 
age composition, placing a relatively large 
percentage/of population in the younger age 
bracket" 

Birth rate equation 
This equation embodies the hypotheses put 

forward by Adelman (1963), Becker (1960), Mincer 
(1963). Cain (1966), and Schultz (1969, 1973), 

among others. Very briefly, the inclusion of per 
capita income follows from the theory of consumer 
choice, as for example, argued by Becker. Female 
participation rate is included as a proxy for the, 
"opportunity income of women and their access to 
the labor market. "2 / The inclusion of infant 
mortality is justified in terms of the replace- 
ment needs of a family for children {Gregory 
et.al. (1972), Schultz (1973) }. The role of 
education has been discussed extensively and need 



not be elaborated here. The reason for the 
inclusion of the percentage of agricultural 
labour force is based on the well known argument 
that agricultural activity is more conducive to 
higher birth rates than non -agricultural 
activity.$, 

Female participation rate equation 
Birth rates affect the supply of labor and 

is therefo included as an argument of this 
equation.!' It is now well recognized that 
labor force participation raçe is higher in 
largely agrarian economiesl and we therefore 
expect a positive relationship between female 
participation rate and the level of non- 
industrial development where the latter is 
measured by the percentage of the labor force 
in agriculture. 

Infant mortality equation 
This equation is similar to the one used by 

Adelman. The variable, the number of persons 
per hospital bed, is used as an index of the 
availability of health care services. 

For estimation purposes it is not necessary 
to estimate the entire model. Instead, we use 
the two -stage least squares method. In the 
first stage, we use all the exogenous variables 
as instruments to estimate DR which is the 
endogenous variable in equation (4). In the 

second stage, using this estimated value of DR, 
we estimate equation (4) by the method of 
ordinary least squares. This provides consistent 
estimates of the parameters of equation (4). Two 
important points about our method of estimation 
should be noted. First, the instruments used 
are derived from an a priorily defined model and 
second, we use all the exogenous variables as 
instruments and not a subset of them, which is 
always an arbitrary procedure. 

II. The Results 

The model was applied to a cross -section of 
forty developing countries. The countries 
included are: Argentina, Bolivia, Brazil, 
Ceylon, Chile, Colombia, Cost -Rica, D. Republic, 
Ecuador, El Salvador, Greece, Guatemala, 
Honduras, India, Indonesia, Israel, Japan, 
Jamaica, Jordan, Malaysia, Malta, Mexico, 
Morocco, Nicaragua, Pakistan, Panama, Paraguay, 
Peru, Philippines, Portugal, S. Korea, Spain, 
Taiwan, Thailand, T. Tobago, Turkey, UAR, Uganda, 
Uraquay, and Venezuela. 

The period covered was the 1960's. The data 
were collected from the unpublished World Tables 
of the World Bank and various publications of 
the United Nations. 

The results of equation (4) are as follows: 

y 601.1077 + 0.20789k - 12.61856DR 
(7.805) (1.838) 

- 0.07932DEN + 1.87395LIT 
(0.690) (1.366) 

2 0.808 

We can see from these results that our 
version of the neoclassical model explains 
about 81% of the per capita income differentials 
between the developing countries. Except 
population density, all the coefficients exceed 
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their standard error. The sign and significance 
of the coefficient of dependency rate is 
particularly noteworthy. Recall that we were 
forced to abandon the proper neoclassical model 
due to lack of information on labor force 
participation rates. We can see that the use of 
dependency rates gives fairly reasonable rates. 
At the same time, it also highlights the 
importance of demographic factors. 

In order to examine the relative impact of 
various factors on per capita incomes, we 
calculated elasticities at the mean. These are 
given below: 

TABLE 1 
Elasticities 

With respect to Elasticity 

k 0.41 
DR -1.60 
LIT 0.33 

If we consider k and LIT to represent crude 
indicators of investment in physical and human 
capital, respectively, we can see that their 
significance is somewhat similar. The elasticity 
with respect to dependency rates on the other 
hand is significantly different - almost four 
times. It would thus appear that developing 
countries would get a greater pay -off by reducing 
dependency rates, which ultimately means reducing 
birth rates. Our findings thus once again high- 
light the importance of population control for 
adequate economic development. 

III. Conclusions 

In this paper we have made use of the well - 
known neoclassical model to explain per capita 
income differentials between developing countries. 
However, we modified this model in two important 
ways. First, we replaced labor force participa- 
tion rate by the dependency rate which is more 
reliably measured. And second, we treated the 
modified single equation neoclassical model as 
part of a simultaneous equation model which 
explicitly allowed for the role of demographic 
factors as determinants of per capita income 
differentials. The results turned out to be 
highly satisfactory to the extent that the model 
explained about 80 percent of the variation. 

Depending on the availability of data, it 
would be worthwhile refining our model. This 

could be done in a variety of ways. First, 

equation (4) should be specified so as to 
include both male and female labor force partici- 
pation rates in view of the fact that these rates 
show considerable variation. Then include 
equations explaining these two participation 
rates. Second, more refined measures of non - 
capital and capital resources and literacy could 
be used. Finally, the model could be disaggre- 
gated, making allowance for the so called 'dual' 

economy characteristic of these countries. 



Footnotes 

1/ Arrow [1974], p. 2. 

2/ See also Enke [1973]. 

3/ Adelman [1963]. 

4/ See Kim [1969]. 

5/ See Gupta (1973). 

6/ See Leff [1969], p. 887. 

7/ Schultz (1969), p. 155. See also Mincer 
(1963) and Cain (1966). 

8/ Schultz (1969). 

9/ See Benham (1971) and Cain (1966, 1973). 

10/ Farooq (1972). 
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A STUDY OF HEALTH CARE PATTERNS OF PUBLIC ASSISTANCE RECIPIENTS(1] 

Charles P. Hall, Jr., John A. Flueck, and William F. McKenna, Temple University 

Introduction 
The general objectives of the Medicaid pro- 

gram, initiated under Title XIX of the Social 
Security Act, are well known, i.e., to provide 
better health care to the poor. This program 
is also known to vary considerably from state 
to state under federal guidelines that mandate 
coverage of certain basic services and also al- 
low for a broad range of optional services to be 
provided under the umbrella of federal cost - 
sharing with the states. As has been true under 
most similarly funded programs, the extent to 
which states are able to capture federal money 
to support services is, in part, directly re- 
lated to the general affluence of the state. 
Under Medicaid, as with a number of other pro- 
grams, the southern states have generally lagged 
considerably behind others in this regard. 

A major, legitimate concern of federal 
policymakers concerns the impact that any re- 
striction in coverage of optional services may 
have on the health of Medicaid eligibles as well 
as on the utilization and cost of services. In 

this regard, the specific objectives of this 
study sponsored by the Social and Rehabilitation 
Service of DHEW, were as follows: 

Primary objectives. To determine (1) the 
proportion of Medicaid eligibles who are re- 
ceiving health care services (both basic and 
optional services); (2) what specific services 
are used; (3) where services are received, i.e., 
from what type of provider; and (4) how and by 
whom they are paid. 

Secondary objectives. To determine (1) the 
so- called "utilization effects," whether optional 
services were obtained through the substitution 
of one of the basic covered services, and to 
make comparisons between jurisdictions providing 
different coverages of medical services regard- 

ing the proportions of eligibles receiving var- 
ious health care services; (2) the proportion 
of eligibles who have perceived a need for 
health care services but who did not receive 
them and to ascertain the reason(s) why they 
did not receive them. 

Tertiary objective. To determine the 
health status of the eligibles. 

Design of the Survey 
From the outset, the project team felt it 

would be necessary to gather most of its data 
from a field survey. Secondary sources of 
Medicaid experience, including records of state 
agencies and the office records of providers, 
were considered to be unsatisfactory and in- 
complete in several respects in comparison to 
direct contact with eligibles. This would be 
particularly true with respect to the deter- 
mination of unmet needs, since they would never 
appear in official records; furthermore, even 
where services had been used, it was found that 
paid claim tapes were often inaccurate for any 
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one of several reasons, ranging from slow re- 
porting to data processing errors. In addition, 
they could provide no information on utilization 
and expenditures by eligibles outside of the 
Medicaid system. 

It was, therefore, determined that the 
major focus of investigation would be a survey 
of Medicaid eligibles in locations offering dif- 
ferent programmatic benefits under Medicaid. It 

is important to note that Medicaid eligibles 
rather than recipients were surveyed, since this 
made it possible to also gather information on 
those poor who sought and received health care 
services outside the system, either because they 
were unaware of available benefits, their pro- 
viders refused to participate, or any of several 
other possible reasons. 

For purposes of the survey, Medicaid eli- 
gibles were defined as cash welfare recipients 
in the particular locations; the "medically in- 
digent" or others who may have qualified in the 
absence of categorical public assistance bene- 
fits were not included. These latter groups 
were excluded for two major reasons: (1) it 

was impossible to identify them before they actu- 
ally became users of the system; and (2) not all 

of the sites selected provided benefits for them. 

In addition to the constraints listed 
above, institutionalized welfare recipients were 
also eliminated from the survey on the grounds 
that their health care needs and the health sys- 
tem which serves them are both likely to be dif- 
ferent than for noninstitutionalized eligibles. 
Finally, welfare recipients under the Aid to the 
Blind program were also eliminated because they 
were small in number and are typically serviced 
by other specialized programs. 

In summary, the survey population of in- 
terest, or target population, consisted of non - 

institutionalized cash welfare recipients in the 
Aid to the Permanently and Totally Disabled (AD), 
Old Age Assistance (OAA) and Aid to Families with 
Dependent Children (AFDC) programs in each of the 
four local areas of Atlanta, Little Rock, Okla- 
homa City and Trenton. 

The sites were chosen purposively, after 

considerable preliminary investigation, to en- 
sure a spectrum of optional service coverage and 
local agency cooperation in the survey. The 

identified population was produced by using the 
county welfare categorical assistance eligibility 
file as of March 1973. This resulted in the 

sampling unit being the welfare case; the Atlanta 
LA was represented by Fulton County (which was 
estimated to contain 91 percent of the Atlanta 
welfare caseload); Pulaski County (including 
Little Rock, North Little Rock, College Station, 
and Jacksonville, Arkansas) represented the 
Little Rock LA; Oklahoma County (which includes 
Midwest City, and most of Oklahoma City) repre- 
sented the Oklahoma City LA; and Mercer County 



(Trenton, Mercerville, and Princeton) represented 
the Trenton LA. 

The population of interest and the identi- 
fied population, the population that was at- 
tempted to be sampled, have been described. How- 

ever, a third population, the sampled population, 
is the population that was actually sampled. Like 
the initial population of interest, this is a 
prescribed population and is composed of all 
those sample units in the identified population 
who could have been successfully interviewed. In 

short, only those sample units who were willing 
and who could have been reached are members of 
the sampled population. The interest was in max- 
imizing the intersection between the identified 
population and the sampled population. In this 
study, those welfare cases who were home during 
the hours of 8:00 A.M. to 10:00 P.M. in June, 
July, and August, 1973, who had not moved and 
had a correct address, who had moved'and had 
established a new address, and who had or would 
have answered any (or the majority) of the ques- 
tions were members of the sampled population. 

An additional restriction on the sampled 
population was that only those individuals in 
these cases who were eligible for welfare at some 
period within the last three months were fully 
interviewed. Those individuals who stated that 
they were not eligible in the last three months 
or who did not know if they had been eligible, 
were declared ineligible and no interview data 
were collected beyond the initial demographic 
and eligibility data. 

Questionnaire design is an art which is 
gradually becoming more of a science. In con- 
structing the questionnaire for this survey, an 
attempt was made at obtaining questions that were 
similar to those successfully utilized by other 
"health" surveys, such as the National Center for 
Health Statistics, Health Interview Survey 12]. 

Considerable attention was given over a 
three -month period to the construction of the 
questionnaire. Numerous discussions occurred 
between the subject - matter members of the project 
and the project statistician. Topics discussed 
included the number of optional services to in- 
vestigate, the selection of the appropriate re- 
spondent, the quantity and level of detail of the 
desired information, the recall period, pro- 
cedures for maximizing the quality of the data, 
interviewer bias, the length of the questionnaire, 
the potential coding problems, etc. The litera- 
ture on questionnaire construction and response 
errors were consulted, and rough drafts of the 
questionnaire were "hot- housed" on university 
employees and local welfare eligibles. During 
this period, the survey subcontractor, Marketing 
Information Service, Inc., Atlanta, Ga., worked 
on the formulation and flow of the questionnaire 
and, with the Temple project team, conducted a 
pretest of it using approximately twenty -five 
cases in each of the four local areas. 

The final questionnaire contained a total 
of approximately 228 questions spread over eleven 
sections (A. Demographic, B. Eligibility and 
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Health Insurance, C. Overnight Hospitalization, 
D. Dental Care, E. Eye Care, F. Hearing, G. Phy- 
sician Services, H. Prescription and Nonpres- 
cription Drugs, I. Home Health Care, J. Family 
Growth and Planning Services, and K. General 
Health Status). Because of skip patterns and 
welfare program differences, however, no one was 
called upon to respond to all questions. 

It was felt that the family growth and 
planning section of the questionnaire contained 
a number of sensitive and "threatening" ques- 
tions. These were handled in the traditional 
manner by placing them at the end of the inter- 
view in the belief that this would give the in- 
terviewer an opportunity to establish rapport 
and would minimize any possible damage to the 
survey. It was somewhat surprising to find that 
answers to these questions appeared to be as 
complete as for other questions in the survey, 
and many interviewers commented on the willing- 
ness of respondents to provide information in 
this as well as other areas. 

Both purposive and probability -based selec- 
tions were utilized in this study. As mentioned 
above, the selection of the four sites was 
purposive. 

The second stage of the sample design util- 
ized probability -based selection of the welfare 
cases. Because previous studies [3] suggested 
that there tended to be different utilization 
rates between various subsets of the U.S. wel- 
fare population, and because SRS desired to gain 
knowledge about the health care and practices of 
various subsets of Medicaid users, stratified 
random sampling with proportional allocation was 
selected as the sampling technique [4]. 

The third stage employed 100 percent sam- 
pling of all eligible individuals within the 
welfare case. 

Both a priori and a posteriori stratifica- 
tion were utilized, the former on the identified 
population, and the latter on the collected 
sample units. 

The selection of the specific a priori 
stratification variables was largely dictated 
by the importance of such variables as indicated 
by past published and unpublished research, the 
desire to keep the number relatively small, and 
their availability. The results were that a set 
of four variables --type of aid program, race, 
age, and size of family- -was selected. Their 
utilization in all four sites was as follows: 
(1) AD -- classified by the racial categories of 
white (W), American Indian (AI), black (B), and 
unclassified (UC); (2) OAA -- cross -classified by 
race (W, AI, B, UC) and age (65 through 74, 75 

and above); and (3) AFDC -- cross -classified by 
race (W, AI, B, UC) and family size (three or 
less, four or more). 

For prestratification purposes, the above 
variables were based on welfare agency classi- 
fication; the AI category was only used in Okla- 
homa City, and the UC category only in Little 



Rock. The reason for the UC classification, was 
that a federal directive had been issued that 
called for the elimination of classification by 
race. Little Rock was the only site that had 
implemented this new policy to any significant 
degree. 

The racial and sex composition of the in- 
terviewers varied, with Trenton having black, 
white and Spanish -speaking interviewers, mostly 
college -aged males, while Oklahoma City had 
mainly white females of middle forties and fif- 
ties and college age. The supervisors were all 
experienced survey field personnel, and contrary 
to expectation, both supervisors and interviewers 
reported no unusual problems in interviewing 
members of this selected welfare population. 
This was supported by the fact that response 
rates by site ranged from about 75 percent to 
86 percent [1]. 

The main survey was in the field for the 
months of June, July and August, with the 
majority of the interviewing conducted between 
8:30 A.M. and 4:30 P.M. on weekdays. Inter- 
viewers were requested to seek an interview 
environment that permitted the respondent, or 
respondents, to give undivided attention to the 
questions of the interview. Up to three call- 
backs (subsequent visits to the interviewee's 
address) were utilized before a case was ter- 
minated, with evening (7:00 P.M. to 10:00 P.M.) 
callbacks being frequently used. 

Initial demographic data (names, ages, re- 
lationships, sex, welfare eligibility, etc.) 
were collected for each member of the household 
(Sections A and B of the questionnaire); only 
data on "eligibles" was collected for all other 
sections of the questionnaire. "Eligibles" were 
defined as those listed on the Medicaid card, 
which was asked for by the interviewer, or those 
designated as eligible by the respondent. 

The usual field problems of "no one at 
home," "vacant dwelling," "refusals," "in- 
complete interview," "invalid address," "de- 
ceased," etc., were encountered. Two of these 
problems, "invalid address" and "ineligible for 
welfare," had considerably higher frequencies in 
most of the locations than anticipated. Invalid 
addresses were either returned to the county 
welfare office for resolution or neighbors were 
solicited for the "new" or "correct" address. 
It was felt that the vigorous pursuit of invalid 
addresses was partially responsible for the 
relatively favorable response rates. 

It should be noted that, contrary to normal 
personal interview procedures, no introductory 
letter was utilized. Indications from the pre- 
test were that this letter created more problems 
than it solved by generating apprehensions among 
respondents. 

After the interview was designated as com- 
pleted by the interviewer, a number of checks 
and studies were made on the quality of the col- 
lected data, including a field edit, home- office 
edits, an acknowledgement of the interview, a 
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10 percent reinterview study, and a validity 
study. 

The acknowledgement of an interview was a 
brief letter, with a postage guaranteed envelope, 
that also contained two questions from the main 
survey- -one demographic, and one on doctor visits 
in 1973. The hope was that with these two ques- 
tions one would get a more substantial indication 
of the presence of an interview than with the 
traditional yes -no question. Unfortunately, this 

approach was not particularly successful, for the 

return rates did not exceed 25 percent. 

A reliability study was conducted by rein - 
terviewing 10 percent of the respondents in each 
location using eleven important questions from 
the questionnaire. These reinterviews were 
typically conducted by the most "senior" inter- 
viewers within a week or two of the original 
interview. Results of this study indicated re- 
liability of in excess of 90 percent with the 
exception of responses about prescriptions and 
certain aspects of dental care [1]. 

A validity study was conducted in the main 
survey relying largely on the "paid -claims 
tapes" secured from three of the sites (they 
were unavailable to the project team in Atlanta). 
Again, results indicated that information on 
prescriptions and dental care were weakest. 

Some Preliminary Results 
Survey data were collected for over 3,000 

cases which included over 8,000 Medicaid eli- 
gible individuals. Needless to say, the re- 
sulting database is substantial and analysis 
will proceed for some time. 

In this paper some preliminary findings will 
be reported with respect to the utilization of 
key health services, the proportion of eligibles 
who incurred out -of- pocket expenses for those 
services, the proportion of eligibles who per- 
ceived themselves to have unmet needs for the 
services, and the interviewee ratings of health 
status. 

At the outset, it should be noted that the 
research group ranked the Medicaid benefits in 
the four survey locations on the basis of com- 
prehensiveness. In general, there was agreement 
that Trenton had by far the best overall bene- 
fits, followed by Atlanta, Little Rock and Okla- 
homa City, in descending order. Trenton covered 
virtually every allowable optional service. 
Atlanta, though providing full coverage for pre- 
scriptions, did not cover dentures at all and 
gave only partial coverage - -via a screening pro- 
gram for AFDC children to age six --for routine 
dental care, orthodontics, eyeglasses, optometric 

services and hearing aids. Little Rock did not 
cover prescriptions or hearing aids, but full 

coverage was afforded for routine dental care, 
orthodontics (prior approval required), and 
dentures. Eyeglasses and optometric services 
were provided only in the screening program for 
children to age twenty. In Oklahoma City, there 
was no coverage for prescriptions or dentures, 
and all of the other above - mentioned benefits 



were generally provided only for AFDC children 
through age twenty via a screening program. 
Oklahoma City also had a limit of only four 
covered physician visits per month. These cover- 
age patterns should be kept in mind when review- 
ing the findings reported below, and displayed 
in Tables 1 -4. 

Table 1 presents data on the percent of 
Medicaid eligibles, classified by categorical 
assistance group, who made use of five selected 
health services during given time periods prior 
to the interview date. Note that the first two 
services listed are mandatory services, i.e., 

they must be covered by state Medicaid programs 
or no federal funds would be made available to 
help finance the state program. The last three 
services listed, however, are "optional" serv- 
ices, i.e., it is not required that they be in- 
cluded in a state plan, but if they are, the 
federal government will share in their cost. 

Note that the data in Table I speak directly 
to two of the primary objectives of the study: 
the proportion of Medicaid eligibles who are re- 
ceiving health care services and the utilization 
rates for these specific services. 

As can be seen, Trenton had the highest or 
tied for the highest proportion of eligibles 
reporting utilization in thirteen of fifteen sub - 
populations (three aid categories; five services). 
Atlanta had the highest percentage of utilization 
for physician services among the OAA and for 
visits to the dentist among the AFDC. It also 
tied for the highest percentage of physician use 
in both the AD and AFDC subpopulations. 

The comprehensive coverage of the New Jersey 
Medicaid program must certainly be a major factor 
in the persistently high utilization in Trenton. 
Not only were its benefits extensive, but the 
survey indicated a very high level of awareness 
of available benefits on the part of Medicaid 
eligibles. Yet there was no evidence to suggest 
that this greater awareness of benefits resulted 
directly from efforts by the Medicaid program 
staff to "market" their product more aggressively 
in New Jersey. In fact, based on the standard 
procedures for disseminating Medicaid information 
which were outlined to the researchers by program 
staff in each of the four locations during a pre - 
survey site visit, Trenton may have been less 
zealous in this regard than some of the other 
cities. Naturally, there may have been some dis- 
crepancy between the standard procedures that 
were reported and what was actually done. 

In any case, it seems plausible to suspect 
that at least some factors unrelated to Medicaid 
may also have been operative. This is especially 
true when Trenton's utilization level remains 
consistently higher even when compared with 
cities having similar benefits, e.g., Atlanta for 
prescriptions. Trenton was the only non - southern 
location in the survey, and some national health 
statistics have indicated higher levels of the 
use of health services in the Northeast than in 
the South. Further investigation may show that 
regional differences are as much a function of 
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educational level (generally higher in the North- 
east) and /or variations in regional medical prac- 
tices as of program differences. 

The relatively strong showing of Atlanta 
with reference to physician visits and dental 
care can be traced to the central role played 
by Grady Hospital and some other special public 
and private programs in that city. Grady is a 
large, centrally located municipal hospital which 
is readily reached by public transportation. 
Long before the enactment of Medicaid, it had 
served as the primary provider of health services 
to the poor, a role which it continues to play- - 
even for extra -programmatic services -- especially 
for black Medicaid eligibles. In addition, the 
0E0- sponsored Atlanta Southside Comprehensive 
Health Center and the Ben Massell Dental Clinic, 
among others, provided additional accessibility 
to these services. 

In five of six subpopulations dealing with 
mandatory services, Little Rock showed the lowest 
reported utilization. This was consistent with 
a presurvey finding that Little Rock had the most 
serious problem of the four cities studied with 
a maldistribution of providers and facilities. 
Major poverty pockets were concentrated in the 
eastern section of the city, while all the hos- 
pitals and most physicians were located in the 
western part of town. The situation was further 
exacerbated by a poor public transportation sys- 
tem which did little to enhance the accessibility 
of services to the poor. 

Consistent with the ranking assigned to it, 
Oklahoma City showed the lowest level of utili- 
zation in six of the nine optional service 
subpopulations. 

Generally speaking, utilization levels for 
the three optional services shown followed a 
predictable pattern in light of Medicaid cover- 
age and other known available services. Thus, 
while Atlanta, without Medicaid dental benefits 
(except for AFDC children to age six), showed 
higher utilization in two of three aid categories 
than did Little Rock, with full dental coverage, 
this was not surprising in light of the several 
public and private dental programs in Atlanta 
and the maldistribution of providers in Little 
Rock. 

For vision care, only Trenton provided 
Medicaid benefits, but. Atlanta did relatively 
better than the other noncovered cities in two 
of three aid categories, and once again, it had 
several extra -Medicaid vision care services 
available. 

With respect to prescriptions, only Atlanta 
and Trenton provided coverage. The relatively 
good showing by Oklahoma City, despite no Medicaid 
coverage, probably results from an awareness on 
the part of physicians of the existence of the 
special drug allowance provided by the county 
welfare agency in connection with the cash welfare 
benefit and the availability of a free county dis- 
pensary after the drug allowance has been 
exhausted. 



Rather substantial differences in utiliza- 
tion rates were found when age breakouts were 
examined. The contrasts were especially marked 
when the AFDC group was separated by adult /child 
category. In most instances, predictably higher 
levels of utilization were manifested by adults. 

Racial differences tended to be even more 
pronounced, with proportionally more whites than 
blacks reporting utilization in most subpopula- 
tions. 

Finally, the figures in Table 1 tend not to 

support the hypothesis that a "utilization ef- 
fect" would reflect substitution of more costly 
basic services for uncovered optional services 
in those locations with very narrow program 
benefits (e.g., more doctors' visits in Little 
Rock, prescriptions not covered, than in Trenton 
-- prescriptions covered - -in order to permit in- 
jection of medication and /or dispensation of 
free medicine samples to persons who otherwise 
might never obtain needed medicines). There are, 
however, so many variables that influence the 
demand for health services, that some of the sub- 
stitution may very well be present (indeed, in 

some subpopulations that have been reviewed this 
seems certain), though masked by other offsetting 
factors. 

The percent of eligibles who incurred some 
out -of- pocket costs for various services are 
shown in Table 2. Trenton, again, showed the 
lowest figures in thirteen of fifteen subpopula- 
tions, missing its customary first ranking only 
with respect to OAA hospitalization and phy- 
sician visits. This would seem to further sub- 
stantiate the earlier contention that Medicaid 
eligibles in Trenton were more aware of the bene- 
fits to which they were entitled than were the 
eligibles in the other locations. Obviously, one 
reason for incurring expenses with respect to any 
covered service would be that the eligible re- 
ceived the service outside the system -- either in- 
voluntarily because of ignorance, or voluntarily 
because, e.g., of a desire to utilize a provider 
who had chosen not to participate in the program. 
An attempt was made, through the survey document, 
to ascertain why out -of- pocket expenses were in- 
curred, but time has not yet permitted analysis 
of those responses. 

Preliminary analysis has revealed very sharp 
racial differences with respect to out -of- pocket 
expenses, with proportionally more whites than 
blacks reporting these expenses in a large major- 
ity of cases. Again, it is not clear whether 
this reflects less awareness of available Medic- 
aid benefits or a greater propensity to seek 
services outside the system, for any of a variety 
of reasons. Some evidence exists on both counts, 
but more analysis is needed before any final in- 
ferences may be drawn. It can be reported, 
though, that a fairly consistent pattern exists 
showing larger proportions of whites than blacks 
using private physicians and dentists. This may 
be suggestive of more treatment outside the 
Medicaid system, since a number of private prac- 
titioners have refused to participate in it. 
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Among the AFDC group, out -of- pocket ex- 
penses were reported far more frequently among 
adults than among children, a result that was 
hardly surprising in light of coverage patterns. 

Note that the data in Table 2 speak directly 
to the primary objective of determining who pays 
for the health care of the poor. 

A secondary objective of the study was to 
determine the proportion of eligibles who per- 
ceived a need for health care services that were 
not received. Information on this point is dis- 
played in Table 3. Note that Trenton shows the 
lowest reported unmet needs in eleven of twelve 
subpopulations. The only other low was recorded 
by Atlanta with respect to prescriptions for the 
AFDC (Atlanta and Trenton both provided prescrip- 
tion benefits). Oklahoma City, on the other 
hand, had the highest or tied for the highest 
proportion of unmet needs in eight of the twelve 
categories listed. 

Again, age and racial differences were sig- 
nificant. Predictably, a much smaller proportion 
of children than adults among the AFDC were re- 
ported to have unmet needs, probably reflecting 
the previously mentioned mandatory screening pro- 
grams for children, increasing morbidity with 
age and, possibly a natural parental instinct to 
obtain care for the young at any cost. 

It was, however, mildly surprising to find 
that when all subpopulations were compared, half 
showed greater unmet needs among blacks and half 
showed greater unmet needs among whites, despite 
the fact that in most subpopulations whites re- 
ported higher levels of utilization. This finding 
suggests that whites may have a greater propensity 
to seek and use medical services than blacks. 
While there are many possible reasons for this 
situation, and further analysis will be conducted, 
one plausible explanation is that poor whites seem 
less prone than poor blacks to be concentrated in 
narrowly defined "ghetto" areas. Because of the 
greater dispersion of their living areas, poor 
whites may be more exposed to the middle class 
health values of the community. 

A tertiary objective of the study was to de- 
termine the health status of Medicaid eligibles. 
Evaluation of this point by the eligibles them- 
selves is displayed in Table 4. In all three aid 
categories, Trenton had the lowest percentage of 
eligibles who reported their health as "poor." 
Not unexpectedly, the smallest proportion appeared 
among the AFDC; relatively few persons under age 
twenty (the preponderant group in the AFDC classi- 
fication) would be expected to classify their 
health as poor. Also note that the intercity dif- 
ferences are smallest among the AFDC. This is 
consistent with the fact that benefits are more 
uniform across sites in this category for children. 
The high proportion of Atlanta ADs reporting poor 
health is probably accounted for by a substanti- 
ally higher proportion of eligibles who reported 
chronic conditions. 



It was interesting to note, however, that 

the eligibles appeared to have a remarkable 
degree of sophistication when asked to rate the 

quality of health services available to them; 

their ranking of services often differed sharply 
from their rating of health status. Thus, they 

apparently recognized that many factors other 
than the quality of available services influence 
an individual's health status. 

Some Tentative Conclusions 
It seems clear from the survey that the 

presence of Medicaid benefits does positively 
influence the use of health services, and it 
also reduces financial barriers to care and 
levels of perceived unmet needs. The influence 
of these benefits on health status are much less 
clear. Here, the presence of many other vari- 
ables, including different patterns of medical 
practice, variations in the available mix of 
providers, the geographical spread of hospital 
facilities and a multitude of others, makes it 
difficult to reach definitive conclusions. 

The data clearly show rather marked dif- 
ferences in racial patterns for the variables 
investigated. Additional analysis should lead 
to better explanations for these variations. 

The project team intends to continue work- 

ing with the survey data and hopes to report 
further on its findings in the near future. 
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TABLE 1. UTILIZATION, PERCENT OF ELIGIBLES 

Service 
Trenton Atlanta Little Rock Oklahoma City 
AD AFDC OAA AD AFDC AD AFDC OAA AD AFDC 

1. Hospital 1972 -73 34 45 25 26 42 20 29 29 16 34 43 24 
2. Physician 1973 68 81 56 73 81 56 59 65 44 64 68 55 

3. Dentist 1972 -73 18 36 43 10 34 50 15 28 37 14 23 31 

4. Eye doctor 1972 -73 48 45 32 41 36 21 33 28 27 29 24 17 

5. Prescription 1973 51 61 41 47 54 32 44 37 27 42 50 39 

TABLE 2. OUT -OF- POCKET EXPENSE, PERCENT OF ELIGIBLES 

Service 
Trenton Atlanta Little Rock Oklahoma City 

OAA AD AFDC OAA AD AFDC OAA AD AFDC OAA AD AFDC 
1. Hospital 1972 -73 14 3 7 22 11 10 20 10 17 12 11 16 

2. Physician 1973 19 5 5 13 6 8 34 24 16 11 14 13 

3. Dentist 1972 -73 13 4 3 77 24 26 54 36 17 68 55 34 

4. Eye doctor 1972 -73 12 6 8 39 17 2 66 55 22 38 39 33 

5. Prescription 1973 4 3 5 48 33 33 96 84 84 91 91 94 

TABLE 3. UNMET NEEDS, PERCENT OF ELIGIBLES 

Service 
Trenton Atlanta Little Rock Oklahoma City 
AD AFDC OAA AD AFDC OAA AD AFDC OAA AD AFDC 

1. Physician 1973 9 12 3 29 34 6 21 20 5 22 31 6 

2. Dentist 1972 -73 13 24 8 24 31 22 22 33 16 25 41 23 

3. Eye doctor 1972 -73 19 14 3 41 41 12 38 32 10 41 41 13 

4. Prescription 1973 5 10 11 10 12 9 10 26 24 11 23 16 

TABLE 4. HEALTH STATUS, PERCENT OF ELIGIBLES LISTING POOR 

Rating 
Poor 

Trenton Atlanta Little Rock 
AD AFDC AD AFDC OAA AD AFDC 

15 41 5 36 62 6 37 46 6 

Oklahoma City 
OAA AD AFDC 
30 45 7 
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MATHEMATICAL MODELS FOR HEALTH SURVEY DATA 
AND ASSOCIATED MEASURES OF HEALTH STATUS* 

R. C. Hanumara, M. H. Branson, D. Shao and J. C. Chen 
University of Rhode Island; O. Thornberry, 

R. I. Health Services Research, Inc. 

I. INTRODUCTION 

This paper presents the results of 
model building of measures of use and 
need of health services and measures of 
health status for a defined population. 
The data presented were obtained through 
a statewide household survey conducted 
by Rhode Island Health Services Research, 
Inc. (SEARCH) during the early part of 
1972. The sample was a full probabil- 
ity sample with households randomly se- 
lected from within each of Rhode Island's 
thirty -nine cities and towns. Inter- 
views were obtained for 93 percent of 
the families falling in the sample. In- 
formation on disability and utilization 
of health services was obtained for 
3,086 families consisting of 9,383 indi- 
viduals. More detailed information de- 
scribing the survey methodology is a- 
vailable in Thornberry et. al. (13). 

Mathematical models to describe the 
state of health of a population are given 
in a paper by Chiang (4). In the same 
paper, he also proposes measures of 
health. In addition to Chiang's index of 
health, Miller (8) evaluated several 
other health indicies. Much of this 
theoretical work does not appear to have 
been applied in practice primarily due 
to a lack of appropriate data. This pa- 
per is concerned with validating the 
mathematical model proposed by Chiang and 
computing the indices of health using the 
survey data. In addition, techniques of 
the analysis of multi -dimensional contin- 
gency tables to describe the relation- 
ships between variables are applied to 
the data. 

H. MATHEMATICAL MODEL 

In data analysis, mathematical mod- 
els of phenomena; are often developed for 
purposes of simplifying and summarizing 
raw data. Number of bed days per person 
per year (measuring need) and number of 
physician visits per person per year (use) 
are used in the study of mathematical 
models and in computing measures of 
health. 

Chiang developed a model to predict 
the number of doctor's calls, clinic 
visits and the number of complaint peri- 
ods that an individual had in a year. 
With N as the number of doctor's calls 
that an individual had in a year, Chiang 
has shown the probability distribution 
of N to be Poisson with expected value 
X. Further, assuming X is a random 
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variable with the gamma density function, 
the model proposed by Chiang for each of 
the variables that he selected is nega- 
tive bionomial, i.e., 

P(N =n)= (n +a -1): (n +a), 

(a -1):n: 

n=0,1,2,... 

Chiang fitted the negative bionomial mod- 
el to the data on the number of doctor's 
calls and the number of complaint peri- 
ods for different age groups and applied 
Chi -square goodness of fit test to vali- 
date the results. He suggested further 
testing of the model. 

In the present study, the number of 
physician visits and the number of bed 
days are variables which closely corre- 
spond to variables chosen by Chiang. 
There were 9383 individuals responding 
to those two questions. The number of 
physician visits ranges from 0 to 90, 
while the number of bed days ranges from 
0 to 365. Using the method of moments, 
the two parameters, a and are esti- 
mated. Expected frequencies are computed 
and are given in Tables 2.1 and 2.2. 

It is apparent from Tables 2.1 and 
2.2 that the observed and expected fre- 
quencies differ considerably and thus 
any goodness of fit test would reject the 
hypothesis of validity of the model. One 
might ask whether the model is appropri- 
ate or, if the model is appropriate, 
what might be the source for lack of fit. 
It is observed from the data that the 
distribution of N has several modes. For 
example, while the number of individuals 
with exactly 10 bed days was 175, only 
38 and 23 individuals reported 9 and 11 
bed days, respectively. Similarly, there 
were 141 people with 10 physician visits, 
while only 63 and 28 reported 9 and 11 
physician visits, respectively. 

The distribution of the number of 
bed days has peaks at 7, 10, 14, 20, 21, 
28, 30 and troughs at other numbers. The 
individual's preference for these numbers 
is understandable for questions based 
primarily on memory recall. This phenom- 
enon is also observed in another survey 
done by Brown University (2). In the 
SEARCH survey, the number of bed days 
within the last two weeks are also re- 
ported and this response is more likely 
to be accurate. More accurate response 
would be expected if an individual se- 
lected an interval for the number of bed 



TABLE 2.1 

Observed and Expected Number of Persons 
by the Number of Bed Days in a Year 

Bed Day Observed Expected 

0 4880 4135 
1 505 1218 
2 839 740 

3 554 527 
4 325 403 
5 303 321 
6 141 262 
7 466 218 
8 75 184 
9 38 156 

10 175 134 
11 23 116 
12 55 
13 16 88 
14 271 77 
15 29 68 
16 11 60 
17 21 53 
18 15 47 
19 4 42 
20 48 37 
21 94 33 
22 7 30 
23 3 26 
24 11 24 
25 14 21 
26 5 19 
27 1 17 
28 28 15 
29+ 359 14 

SOURCE: SEARCH Household Survey 

days such as between 9 and 11 or between 
8 and 12 in a year. With this in mind, 
the data was grouped into the intervals 
0 -2, 3 -5, 6 -8, etc. Expected frequen- 
cies in the intervals were then computed 
using negative bionomial model. The 
difference in observed and expected fre- 
quencies in Table 2.3 are much smaller 
compared with those in Table 2.1. How- 
ever, one may not conclude from this the 
validity of the negative bionomial model 
because of the arbitrariness involved in 
the pooling of the data. Still, if one 
were to argue in favor of the negative 
bionomial model in view of the good fit 
obtained by Chiang for the data that he 
collected, the expected frequencies in 
Tables 2.1 and 2.2 may be viewed as ad- 
justed for bias. Due to cost limitations, 
no follow -up studies to determine the ex- 
tent or bias of response preference for 
certain numbers were conducted. The 
effect of bias on the mean may cancel out 
thus not affecting the measures of health 
which are discussed later. It is inter- 
esting to note that in demographic 
studies, the digit preference or age 
heaping is observed in reporting of cer- 
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TABLE 2.2 

Observed and Expected Number of Persons 
by the Number of Doctor's Visits in a 

Year 

Doctor's 
Visits Observed Expected 

0 

1 

2 

3 
4 

5 

6 

7 
8 

9 
lo 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20+ 

2076 
2845 
1357 
726 
603 
287 
326 
108 
129 
63 

141 
28 
302 
20 
17 
59 
16 
12 
13 
3 

181 

SOURCE: SEARCH Household Survey 

3129 
1632 
1094 
789 
588 
447 
344 
268 
210 
165 
130 
103 
82 
66 

52 
42 
34 
27 
22 
17 
14 

TABLE 2.3 

The Pooled Frequencies from Table 2.1 

Bed Day Code Observed Expected 

0- 2 0 6224 5914 
3- 5 1 1182 1395 
6- 8 2 682 706 
9 -11 3 236 420 

12 -14 4 342 269 
15 -17 5 61 180 
18 -20 6 67 123 
21 -23 7 104 86 
24 -26 8 30 61 
27- 9 388 44 

tain ages. The causes and patterns of 
age digit preference vary from one cul- 
ture to another, but preference to re- 
port ages ending in '0' and '5' and avoid 
certain numbers as 13 and 4 is noted. 
Some techniques (Shryock and Siegel, (10)) 
are available to adjust the data for bias 
in census reporting but these have not 
been useful in the present context. 
Other contagious distributions such as 
Neyman's Type A are appealing because 
they may have more than one mode bút the 
problem of bias must be resolved before 
another model is proposed. 

Techniques developed by Goodman, 
Bishop, etc., to analyse the data of 
multi -dimensional contingency tables are 



used (Hanumara and Branson, (7)) to 
fit models. Using bed days as dependent 
(response) variable, age, sex, socio- 
economic characteristic as independent 
(factors) variables an unsaturated logit 
model is fitted. The results from the 
model are as follows: Main effects of 
economic status, age, sex on bed days 
are significant, interaction effects of 
economic status and age, age and sex on 
bed days are significant, while the in- 
teraction effect of economic status and 
sex on bed days is not significant. The 
factors economic status and sex affect 
the number of bed days independently 
within the age level. 

III. HEALTH STATUS INDEX 

Traditionally death rate has been 
used as a crude health measure. However, 
in most industrialized countries, the 
death rate has been relatively stable 
over the past two decades. Thus measures 
of health incorporating not only mortal- 
ity but also morbidity information are 
called for. 

A health status index should fulfill 
two requirements: 1) it should be sensi- 
tive to significant changes in morbidity 
as well as mortality, 2) it should be 
subject to analysis into components pro- 
viding a useful description of health 
problems underlying the index value. 
According to Goldsmith (6), a health 
status index serves three functions: 
Public information, administration, and 
medical science. Many of the recently 
proposed health indices have been evalu- 
ated by Miller (8). One of the criteria 
which Miller used for evaluation is the 
availability of input data. On a scale 
of 0 to 3, the index developed by Chiang 
(4) obtained a rating of 2, while the 
ratings for all other indices were 0 or 
1. Chiang's index has a total rating of 
10 out of a possible 13 in Miller's eval- 
uation of thirteen indices. Miller's Q- 
index is the only other index which re- 
ceived a total rating of 10, while the 
rating for the rest ranged from 2 to 8. 

Miller's Q- index is much more program 
specific and the computation of this in- 
dex is not feasible due to the unavail- 
ability of appropriate data. The inter- 
ested reader will also find relevant 
discussions on health indices in Fanshel 
and Bush (5) and Sullivan (12). 

Chiang's Index 

Chiang's index is based on the proba- 
bility distribution of three variables; 
the frequency of illness; the duration 
of illness in number of days, and the 
time lost due to death in a year measured 
in number of days. He writes for age 
group x: 
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= 1- 

where Hx is the mean duration of health 
or the fraction of a year in which an in- 
dividual is living and free of illness, 

is the observed average number of ill- 
nesses per person, Tx is the average 
duration of an illness in a year, Mx is 
the age- specific death rate for the year. 
The product *Tx is an estimate of the 
fraction of the expected duration that an 
individual is ill in a year. Now, H, the 
index of health for the entire population 
for the specified time period is defined 
to be 

H = (I /P) ExPXHx 

where Px is the age- specific population 
and P is the total population. The 
value of H ranges from zero to one with 
healthier populations having larger 
values of H. In the extreme case, if 
no illness and no death for the popula- 
tion; i.e., Mx =0 for each x; 
Hx =1 and H =1. If everyone were ill with 
no deaths for the entire year; i.e., 

=1, Mx =O, then Hx =O and H =O. 

The Computation of Chiang's Index 

In Chiang's model, illness is as- 
sumed to be a recognizable state of 
measurable duration, but how it is to be 
measured is not specified. The total 
duration of illness for an individual 
during a year has to be ascertained in 
order to compute Chiang's index. The 
number of bed days reported in the 
SEARCH survey data is only a part of 
illness period in a year for an individ- 
ual. The total duration of illness for 
an individual is interpreted to be the 
sum of the number of bed days and the 
number of days with restricted activity 
but not in bed. Thus, the number of 
days of restricted activity apart from 
the days in bed had to be estimated. It 
should be noted that the term total 
duration of illness is consistent with 
the term "days of restricted activity" 
used in U. S. National Health Surveys. 
As the intent is to compute Chiang's in- 
dex, his definitions are used here. 

The number of bed days and the num- 
ber of restricted activity days apart 
from the days in bed in a two week peri- 
od are also available from the SEARCH 
survey data. Thus, (total duration of 
illness for two week period /bed days for 
two week period) *(bed days for twelve 
month period) is an estimate of the to- 
tal duration of illness in a year. Data 
from two other surveys, Current Estimates 
(14) and Preliminary Report by the Uni- 
versity of Chicago (15), are used to 
verify whether for specific -age group 
the ratios between total duration of 



TABLE 3.1 

Ratios from Current Estimates and SEARCH Household Survey 

Age 

Under 6 6 -16 17 -44 45- 

Ratio of Restricted Days and Bed 
Days (Current Estimates, 12 months) 2.358 2.083 2.249 2.409 

Ratio of Total Duration of Illness 
and Bed Days (SEARCH survey, 2 weeks) 2.092 1.623 2.478 2.323 

TABLE 3.2 

Ratios (for 2 week period) from Preliminary Report and SEARCH Household Survey 

Age 

1 -5 6 -17 18 -44 45 -64 65- 

Ratio of Restricted Days and Bed 
Days (Preliminary Report) 1.671 1.565 1.955 1.947 1.767 

Ratio of Total Duration of Illness 
and Bed Days (SEARCH survey) 2.220 1.660 2.478 2.382 2.248 

TABLE 3.3 

Statistics for R. I. 1971 from SEARCH Household Survey 
Used to Compute Total Duration of Illness 

Restricted Days Ratio of 
Bed Days Exclusive of Bed Days (2) + (3) Bed Days 

Age (2 weeks) (2 weeks) and (2) (a year) 

0- 4 0.515 0.602 2.169 4.461 
5 -14 0.554 0.352 1.635 3.98o 

15 -24 0.342 0.432 2.257 4.504 
25 -44 0.386 0.564 2.461 4.796 
45 -64 0.629 0.869 2.382 8.261 
65- 0.958 1.196 2.248 13.805 

TABLE 3.4 

Total Duration of Illness, Death Rate, and Population 

Age 
Total Duration 

of Illness 
Death Rate (1971) 

per 1000 Population (1970) 

0- 4 9.676 4.10 76035 
5 -14 6.507 0.37 174163 

15 -24 10.166 0.89 173643 
25 -44 11.803 1.66 210297 
45 -64 19.678 10.30 208655 
65- 31.034 59.83 103932 
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illness and the number of bed days are 
in agreement with the ratio from the 
SEARCH survey data. This indicates the 
reliability of the ratio estimator, to- 
tal duration of illness per person in a 
year. 

The Current Estimates (14) gives 
restricted days and bed days for the 
year 1971. The ratios between them are 
computed and are shown in Table 3.1. 
This table also shows the ratios of to- 
tal duration of illness and bed days for 
two week period, computed from SEARCH 
survey data. 

In the Preliminary Report (15), the 
percentage of individuals who stayed in 
bed for one or more days during the last 
two weeks, and the average number of bed 
days experienced by those individuals 
who stayed in bed for one or more days 
during the last two weeks are given. 
The mean values of bed days of individ- 
uals can be computed by multiplying 
these two values. The mean values of 
restricted days can also be computed 
from this report. Then the ratios be- 
tween bed days and restricted days are 
obtained. From SEARCH survey data, 
the mean values of bed days and restric- 
ted activity days not in bed as well as 
the ratios are computed. The results 
are shown in Table 3.2. 

The National Health Surveys are 
carried out throughout the whole year 
and hence the estimates obtained from 
them are not influenced by the presence 
of an epidemic at a particular time of 
the year. There was an incidence of 
influenza at the time of SEARCH survey 
and this might have some small influ- 
ence on the results relating to two week 
period. The difference in ratios in 
Table 3.1 are both positive and negative. 
On the other hand, the differences in 
ratios in Table 3.2 are all positive. 
It may be due to the fact that influenza 
mentioned before and also different 
geographic regions are involved. 

For actual computation of the index, 
certain age groups are chosen for which 
the death rates are available. Table 
3.4 gives the total duration of illness 
in a year as computed from the SEARCH 
survey data (Table 3.3) and the death 
rate for 1971 and the population for 
1970 for the State of Rhode Island taken 
from Vital Statistics (9). Now, the 
health indices for different age groups 
are computed. For instance, the compu- 
tations for age group zero to four are 
as follows: 

Hx 1- 

= 1-(9.676/365)-00*.0041 = 0.971 
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Age 0 -4 5 -14 15 -24 25 -44 45 -64 65- 

Hx .971 .982 .972 .967 .941 .885 

Finally, Chiang's index H is obtained 

H = (1 /P)ExPxHx 

= 1/949725 *(76035 *0.971 + 

...+ 103932 *0.885) 

= 0.954 

We have used certain age groups in 
computing H. The primary reason is the 
availability of data on death rates at 
these age groups. One can expect the 
value of H to be sensitive to different 
choices of age groups. Certainly, the 
result is improved with more age groups. 
However, it is not only the value of H 
that is interpreted but also individual 
values of Hx representing age groups. 
Therefore, too many age groups are not 
needed and six age groups which are used 
here are enough for interpretation. 

Recalling that population propor- 
tions used in computing H are for the 
year 1970 instead of 1971, one might 
question its effect on H. This is done 
because the data on population is avail- 
able only up to 1970 at the present time 
and practically no change is expected in 
population proportions from 1970 to 1971. 

Chiang gives formulas for sample 
variance of H but we are unable to com- 
pute it. In Chiang's terminology, to- 
tal duration of illness is the product 
of number of illnesses and average dura- 
tion of illness and the formula for sam- 
ple variance of H requires data on these 
two variables. We interpreted the total 
duration of illness in a way convenient 
to compute H using SEARCH survey data 
but this does not permit the computation 
of the sample variance of H. 

The only index which we are able to 
compute still has some limitations. We 
say the health status of Rhode Islanders 
in numerical terms is 0.954. As the 
larger the value of H, the healthier 
population is, one might conclude that 
Rhode Islanders are in fact healthy. It 
is hard to imagine a situation where the 
value of H will be close to zero and 
lead one to conclude otherwise. Hence 
no conclusion can be drawn using a sin- 
gle value. It would have been inter- 
esting to compare health index of 1971 
with previous years but data are not 
available to permit such study. Again, 
for lack of necessary data, no compari- 
sons of health status of states are made. 

Health indices for different age 



groups have some use. The reliability 
of H may be seen by different values of 
Hx. Hx attains maximum value in the age 
group 5 -14 and reaches the lowest value 
in the age group above 65 as one would 
expect. Health index might be used, 
for example, to study the health status 
of older people before and after medi- 
care facilities. 

At the time of conclusion of this 
study, Srivastava (11) is computing 
Chiang's index and also Chen's G- index 
(3) using different data base. 
Srivastava uses hospital days as a mea- 
sure of illness as this is readily a- 
vailable for many sub -classifications of 
the population. Thus, health indices 
are being computed in his work for popu- 
lations divided on the basis of census 
tracts or towns or social variables 
which lead to many comparative studies. 
Further, his studies show the G- index 
and Chiang's index are correlated. 

FOOTNOTES 

*This research was supported in part by 
Rhode Island Health Services Research, 
Inc. (SEARCH). The opinions expressed 
in this paper are those of the authors 
and do not necessarily reflect the views 
of SEARCH. 

* *The SEARCH survey was conducted under 
a grant from the National Center for 
Health Services Research ( #1- R18 -HS- 
00720). 
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PSYCHOLOGICAL INFLUENCES ON WHITE COLLAR PAY 

Einar Hardin, Michigan State University 

Many psychological characteristics of em- 
ployees may have an impact on job performance: 
openmindedness, adaptability to new conditions, 
interpersonal competence, achievement motivation, 
trustworthiness, intelligence, knowledge, and so 
forth. Because the mix of psychological charac- 
teristics is likely to differ between the demand 
and supply sides of the labor market, pay differ- 
entials associated with these characteristics 
will tend to arise. Persons having bundles of 
characteristics generally desired by employers 
will tend to be paid more, given their other 
pay -determining attributes. 

The voluminous research of the last decade 
on interpersonal differences in pay' gives 
little attention to psychological variables, and 
empirical analyses have made virtually no use of 
such variables other than intelligence. The pre- 
sent study is an attempt to reduce the gap. The 

roles of two psychological variables, dogmatism 
and readiness for change, are explored as addi- 
tions to a human capital model - and alternately 
a demographic model - of pay, and the potential 
social economic benefits from alterations in dog- 
matism and readiness for change are calculated. 

Psychological Variables 

Dogmatism was defined by Rokeach in 1954 as 
"(a) a relatively closed cognitive organization 
of beliefs and disbeliefs about reality, (b) or- 
ganized around a central set of beliefs about ab- 
solute authority which, in turn, (c) provide a 
framework of patterns of intolerance and quali- 
fied tolerance toward others." This concept was 
originally offered as a generalization of au- 
thoritarianism, because Rokeach believed the 
latter, especially when operationalized in test 
form, referred to fascist or right wing authori- 
tarianism, although there was nothing to pre- 
clude the existence of an authoritarianism of the 
political left. A large pool of statements sam- 
pling the three basic aspects of dogmatism and 
useful in measurement was also presented.2 

The subsequent twenty years have seen much 
analysis and use of the Rokeach concept and 
scale. Reliability appears to be reasonably 
high, as illustrated by r =.55 between test re- 
sults separated by a five -year period, and seems 
fairly insensitive to the number of items. Dog- 
matism seems to have only a slight negative rela- 
tionship to various intelligence test scores, in- 
cluding ACT, SAT, and CQT scores.3 Persons dif- 
fering in dogmatism have been compared on other 
characteristics, such as scores on standardized 
personality tests, interpersonal and group be- 
havior, psychological disorders, perceptual func- 
tioning, time perspective, and problem solving. 
The emerging general picture of a dogmatic per- 
son is one who is not receptive to new ideas and 
beliefs, is intolerant, inflexible, and insecure, 
and does not function easily in unstructured set- 
tings, and whose parents had closed minds.4 

It is evident that persons differing in dog- 

matism may differ in productivity and worth to an 
employer. Highly dogmatic employees can be ex- 
pected to be less quick than others to offer or 
even accept proposals for problem solution and 
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organizational change adequate to the needs of 
the firm, and they may be substantially less able 
to cooperate with other employees. Very high 
levels of dogmatism are likely to be strongly 
disabling. Being less valuable than otherwise 
similar persons, more dogmatic employees would 
be paid less. 

The productivity effects of dogmatism may 
vary with the knowledge and skills of the em- 
ployee. When the job is routine and predeter- 
mined and when careful and close compliance with 
rules and instructions is important, moderate 
dogmatism is perhaps of little consequence. In 

complex and relatively unstructured jobs which 
require personal initiative and a sensitive re- 
sponse to actions of others, dogmatism may im- 
pair productivity greatly and cause a severe eco- 
nomic penalty. Since those who hold complex jobs 
are likely to be the better educated, longer -ser- 
vice, male employees, any decline in pay which 
accompanies growing dogmatism may vary with edu- 
cation, length of service, and sex. 

Whether an individual willingly accepts - or 
positively seeks - a change from one to another 
state of affairs depends in part on how the char- 

acteristics of the two states meet the needs of 

the individual, in part on the economic cost the 

individual incurs in going from one to the other. 

As economists have long argued in analysis of ed- 

ucational, occupational, and geographic mobility, 
the individual may be viewed as responding to 
change by weighing the difference in flows of 
benefits from the two states of affairs against 
the economic cost of the change. Readiness for 
change, the second psychological variable 
covered by the study, is not involved in this 

economic concept of response to change. 
However, the change from one state of af- 

fairs to another may also entail a requirement to 

adjust to new circumstances, and the individual 
may not know with certainty that he will be able 
to make the required adjustment. As recognized 

in the concept of resistance to change, many per- 

sons may view the adjustment requirement and the 
self -doubts with distaste. Economists might say 
that the individual has a psychological cost of 

transition which must be outweighed by the dif- 

ference between the net flow of benefits and the 

economic cost of transition, before a positive 
response occurs. Such a psychological cost rep- 

resents low readiness for change.5 
It is important to recognize, furthermore, 

that some persons may not view the change pro- 
cess with distaste or indifference but may wel- 
come it. First, the change process may temporar- 
ily break up the monotony associated with any 
state of affairs. Second, it affords some per- 

sons a welcome opportunity to test their ability 
to overcome hazards and ambiguities and generally 
cope with change. For such persons, the process 

of change may have a positive value which in part 
or in whole offsets the economic cost, if any, of 

the transition. This positive psychological 

value represents high readiness for change. 

The concept of readiness for change may be 

used in extending the economic analysis of 

change. In brief, given the usefulness of the 



potential as compared with the actual states of 
affairs and the economic cost of the transition, 
increased readiness means increased probability 
of a favorable response to a particular change. 

Unfortunately, there is very much less em- 
pirical research on readiness for change than on 
dogmatism. Almost all is based on questionnaire 
data covering two insurance companies, one of 
which furnished the material for the present 
study. Trumbo reported a corrected odd -even re- 
liability coefficient of .79 for the original 
nine -item scale of readiness for change and a .28 

correlation with scores on the Wonderlich Per- 
sonnel Test used in estimating the mental ability 
of job applicants; showed that high readiness for 
change was associated with positive attitudes 
toward past and prospective changes in technology 
and work environment but was virtually indepen- 
dent of job satisfaction; and demonstrated that 
high readiness for change among supervisors was 
associated with high readiness and 1ów group 
cohesiveness among their direct subordinates. 
Using nine -item data from the second company, 
Naugle verified Trumbo's finding of a positive 
relationship with favorability toward changes in 
technology and work environment, and Faunce found 
higher readiness for change among employees who 
identified with high social class and had 
fathers with high occupation or income. After 
eliminating three items on the basis of logical 
heterogeneity and low item intercorrelations, 
Hardin showed that desire for changes in specific 
job aspects was associated not only with low sat- 
isfaction as to these job spects but also with 
high readiness for change. These findings 
suggest that the readiness for change scale does 
measure with some reliability an attitude which 
is reflected in observable behavior, is different 
from job dissatisfaction, has a bearing on re- 
sponse to particular technological and work 
changes, and does not merely summarize the com- 
parative attractiveness of two states of affairs. 

Readiness for change, as defined here, de- 
rives its economic importance from incessant 
changes in product and resource markets and in 
company technology, all of which call for con- 
tinual and swift adaptation of the firm and its 
internal activities. Adaptation is swifter and 
more effortless, when the work force favors the 
very process of change, apart from the charac- 
teristics of the initial and terminal states of 
affairs, than when it takes a negative or hostile 
view of the change process. Other things being 
equal, high readiness for change among employees 
has a positive economic value for the employer, 
and he will pay a premium to secure and retain 
the services of highly ready employees. 

The productivity effects and, hence, the pay 
premium of high readiness for change may vary 
with circumstances. Where much adjustment to 
change is needed, the pay premium is likely to be 
especially large. One may plausibly think that 
persons with much seniority and formal education 
are especially likely to hold complex jobs where 
opportunities for cooperation or obstruction are 
great; accordingly, the readiness for change pre- 
mium would be higher among employees with much 
seniority and education. However, an interaction 
with education and seniority may be negative in- 
stead of positive, since adjustment to change 

319 

originated by other persons, which is what the 
scale seems to measure, may be more needed in 
routine than complex jobs. This would make the 
pay premium for readiness for change larger among 
women, who tend to hold the routine and simple 
jobs, than among men. 

Economic -Demographic Variables and Models 

Many other variables are commonly thought to 
influence the rate of pay. According to human 
capital theory the pay of an individual depends 
not only on his basic ability and industry but 
also on the amount of human capital he has ac- 
quired through investment in formal schooling, in 
vocational training, in on- the -job training, and 
in learning by doing. When specific information 
is lacking concerning on- the -job training and 
learning by doing, research workers often substi- 
tute length of service with present and past em- 
ployers. Following the general approach of 
Malkiel and Malkiel we use this basic model: 

(1) loge PAY. = ao + a1 ED. + 
2 
SEN. + a3SEN2 + 

a4WORKi + a5WORK. 
+ ei 

where ED = years of formal schooling completed, 
SEN years of service with present employer, 
WORK = years of service with prior employers, and 
no expresses the combined effect of all un- 
specified variables. 

According to a demographic and theoretically 
less rigorous interpretation, pay depends on for- 
mal schooling, length of service with present 
employer, and chronological age. A distinct age - 
earnings profile having a maximum at some inter- 
mediate age is explained eclectically by re- 
ference to work experience with other employers, 
special training, obsolescence, degenerative 
phenomena, etc. 

From this interpretation we distill the 
following demographic alternate model of pay: 

(2) PAY. = + + a2EDiAGEi + a3EDiAGEi + 

a4logeSEN. + n_ED.logeSEN. + e. 

in which AGE years of age at pay date. Years 
of work experience with other employers, WORK, is 

excluded because, among men more than women, it 
is highly correlated with AGE, once ED and SEN 
are held constant. If a2 >0 and n340, as expected, 
the age- earnings profile reaches a maximum at 
AGE = -a2/2a3, regardless of the years of formal 
schooling, but the profile is at a higher level, 
especially in years close to those of maximum 
earnings, the higher is the level of formal 
schooling.° Finally, the model concedes that ed- 
ucation and seniority may have an interaction ef- 
fect upon pay in addition to their main effects. 

Two variables normally associated with pro- 
nounced pay differences are absent from both 
models: sex and occupation. The sex differen- 
tial in pay may not be merely a level or scale 
factor but may vary with personal characteristics, 
and even the disturbance term may have different 
variance. Therefore, it seemed preferable to 
analyze the data for men and women separately in- 
stead of building interaction terms for sex into 
a single model. 

The exclusion of the occupation variable is 
based on different reasons. According to econo- 
mic theory for a nonunion market, such as the one 



in which the present study was conducted, occupa- 

tional pay differences reflect (a) the nonwage 

disadvantages (noise, dirt, hazard, work load, 

etc.) inherent in each of the occupations and 

(b) the prices payable for the grades of labor 

optimally suited to each occupation. When pay 

differences arise exclusively from nonwage dis- 

advantages (so- called equalizing differentials), 

the model of pay should include variables explic- 

itly representing these disadvantages. In the 

present study no reliable information was avail- 

able about the presumably limited differences in 

nonwage disadvantages among occupations. 

On the other hand, when pay differences re- 

flect only differences in quality of labor, the 

model of pay used in estimating the prices paid 

for labor quality should give no recognition at 

all to occupation. This can be seen clearly when 

there is no variation in tasks and remuneration 

within occupations but when employee character- 

istics determine fully who gets access to the 

various occupations. A regression equation that 

contains the occupation variable along with the 

personal characteristics variables is likely to 

assign all influence upon pay to the occupation 

variable, the coefficient of which will represent 

a hopelessly confounded effect of all the per- 

sonal characteristics. 

Models Augmented with the Psychological Variables 

The human capital model and the alternative 

demographic model formed the core of the models 

incorporating the two psychological variables: 

dogmatism (DOGM) and readiness for change (RFC). 

In the main analysis these additional variables 

were included only in their main -effects form, 

giving the equations: 

logePAY. + + RFC. 

(4) + a6DOGMi + a7RFCi 

where Z1 and represent the sums of all terms 

in equations (1) and (2). However, interactions 

of DOGM and RFC separately with ED and SEN in the 

human capital model and with ED and logeSEN in 

the alternative demographic model were also ex- 

plored by inclusion of the corresponding terms in 

expanded versions of (3) and (4). Thus, the 

analysis was designed to show what effects, if 

any,dogmatism and readiness for change exerted 

upon pay when several generally recognized pay 

determinants were held constant. 

Procedure 

While economic and demographic data suffi- 

cient for estimating the coefficients of models 

(1) and (2) can often be obtained from the files 

of employers, appropriate psychological data are 

seldom available. First, many organizations 

neither collect nor use psychological data on 

their employees, or they collect data on dimen- 

sions having little relevance for pay. Second, 

when such data have been collected and used and 

if they are found to have the expected statisti- 

cal relationship to pay, they may be suspect in 

the eyes of some research workers on the premise 

that the relationship arose because the organi- 

zation falsely thought the data had a bearing on 

the individual's worth as an employee and 
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because it placed and rewarded the person 
accordingly.9 

Collection of primary data for studies of 
psychological influences upon pay may involve 
bringing all employees together in a company 
cafeteria or auditorium to fill out psychological 
questionnaires and to take tests, with substan- 
tial cost in money and interruption for the em- 
ploying organization. Alternatively, it may re- 
quire an interview project or a mail question- 
naire survey, in which strict control against 
interference is difficult to attain and the non - 
response rate may become uncomfortably high. At 

an exploratory stage, there is much to be said, 
then, for secondary use of research files even 
if these were created for other purposes and per- 
haps in other times. 

This study made use of data from an earlier 
research project.10 The files contained complete 
and usable information on sex, age, education, 
seniority, readiness for change, and dogmatism 
for 159 women and 49 men, who jointly represented 
about two- thirds of all office employment in a 
casualty insurance company and who included super- 
visory and nonsupervisory employees engaged in 
the various departments commonly found in such 
companies. Seniority (SEN) was calculated as 
years of employment with the company. Education 
(ED) represented years of formal schooling com- 
pleted; "some college" and "college" were coded 
as 14 and 16 years of schooling. No usable di- 
rect information being available, years of work 
experience with previous employers was calculated 
as WORK = AGE - (ED + SEN + 6), in accordance 
with common usage among human capital researchers. 
This formula implies an assumption, more war- 
ranted for men than women, that each person is 
working from the end of formal schooling to the 
start of employment with the current employer. 

Employee dogmatism was measured by a Likert 
score based on agreement -disagreement responses 
to these eleven statements: Even though freedom 
of speech for all groups is a worthwhile goal, it 
is unfortunately necessary to restrict the free- 
dom of certain political groups; The worst crime 
a person could commit is to attack publicly the 
people who believe in the same thing he does; It 
is only natural that a person would have a much 
better acquaintance with ideas he believes in 
than with ideas he opposes; In this complicated 
world of ours the only way we can know what is 
going on is to rely on leaders or experts who can 
be trusted; The present is all too often full of 
unhappiness; it is only the future that counts; 
It is only when a person devotes himself to an 
ideal or cause that life becomes meaningful; 
There are two kinds of people in this world: 
those who are for the truth and those who are 
against the truth; Man on his own is a helpless 
and miserable creature; It is only natural for a 
person to be rather fearful of the future; It is 
better to be a dead hero than a live coward; and 
The main thing in life is for a person to want to 
do something important. Each statement had six 
responses with associated weights: 6 I agree 
very much; 5 I agree on the whole; 4 I agree 
a little; 3= I disagree a little; 2= I disagree 
on the whole; and 1 I disagree very much. A 
score with a possible range from 11 to 66 was 
computed as the sum of weights of the selected 



responses; persons failing to respond to one or 
more items were removed from the study. The 
statements were chosen by Kamenske from the 
Rokeach pool. The criteria of selection were 
that all three basic aspects of dogmatism must 
be reflected among the items, that there should 
be a high item reliability and discrimination, 
and that the items should be plausible as part 
of a questionnaire on job attitudes of clerical 
employees. In data from another company Trumbo 
found strong positive association between re- 
sponses to individual statements and the eleven - 
item total score.11 

Readiness for change was measured by a 
Likert score largely based on agreement-disagree- 
ment responses to six statements. Five of these 
were: One can never feel at ease on a job where 
the ways of doing things are always being 
changed; The trouble with most jobs is that you 
just get used to doing things in one way and then 
they want you to do them differently; I would 
prefer to stay with a job I know I can handle 
than to change to one where most things would be 
new to me; I like a job where I know that I will 
be doing my work about the same way from one 
week to the next; When I get used to doing 
things in one way, it is disturbing to have to 
change to a new method. Each of these state- 
ments had five response categories with asso- 
ciated weights: 1 = I strongly agree; 2 I 

agree a little; 3 I neither agree nor disagree; 
= disagree a little; and 5 I strongly dis- 

agree. The sixth item was: The job that you 
would consider ideal for you would be one where 
the way you do your work: 1. is always the 
same; 2. changes very little; 3. changes some- 
what; 4. changes quite a bit; and 5. changes a 
great deal. After persons not responding to all 
six items were dropped, a readiness- for -change 
score with a possible range from 6 to 30 was com- 
puted by summing the weights of the six selected 
responses. The items were selected from the 
nine -item scale on the basis of logical similari- 
ty and satisfactory item intercorrelations.12 

The pay rates were fixed before the ques 
tionnaire survey was undertaken. Hence, any ob- 
served relationship of pay to dogmatism or readi- 
ness for change cannot be interpreted as a self - 
validation or artificial certification effect. 

Data on weekly pay at survey time had been 
obtained from company records. A rate range 
existed for each job but permitted wide variation 
according to management judgment. No overtime or 
other premiums were paid. There existed no col- 
lective bargaining agreement and no union holding 
or seeking recognition as a bargaining agent. 

Preliminary analysis showed that pay had 
different means and standard deviations for the 
two sexes. The two psychological variables, DOGM 
and RFC, were not strongly interrelated (r-= -.38 
among men and -.20 among women), and they were 
also rather weakly related to the constituent 
variables in the economic models (1) and (2), as 
shown by correlations up to .20 among women and 
.31 among men. However, interaction variables 
involving DOGM and RFC often were strongly cor- 
related with some component variables. In par- 
ticular, correlations between EDPSY and PSY and 
between SENPSY and SEN (where PSY represents 
either DOGM or RFC) ranged from .76 to .93 among 
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women and from .93 to .98 among men. Because the 
latter pattern made it difficult to distinguish 
between main -effects and interaction- effects 
models in sample data, the estimated coefficients 
are presented for main- effects models only. 

The coefficients of models (3) and (4) as 
well as models expanded by interaction terms in- 
volving DOGM and RFC were estimated by the method 
of ordinary least squares. Errors in variables 
are likely to be fairly large in the case of psy- 
chological variables, such as Likert scores. The 
conservative nature of the estimates should be 
kept in mind when the results are interpreted. 

Results 

The regression equations corresponding to 
the human capital models (1) and (3) are shown in 
Table 1. In model (1), that is excluding the 
psychological variables, the coefficients had 
sensible signs and values, and they were statis- 
tically significant, except for SEN and SEN2 
among men, where P .07 and .31, respectively. 
In all, the standard human -capital model covering 
ordinary economic variables appeared to be rele- 
vant to pay in this organization. 

When DOGM and RFC were added as main effects 
and model (3) was estimated, the adjusted $2 rose; 
the increase was statistically significant in the 
women's sample (F 5.04) and was near signifi- 
cance in the men's sample (F 3.02). The co- 
efficient of DOGM was clearly significant for 
both sexes, and that of RFC was of borderline 
significance (P = .06) for women. Inclusion of 
DOGM and RFC left most of the other coefficients 
unchanged, but it made the coefficient of ED non- 
significant (P = .10) among women and reduced and 
rendered clearly nonsignificant (P = .41) that of 
SEN among men. 

According to the estimates of model (3) an 

increase in DOGM by one score point reduced the 
pay of women by about .3 per cent and that of men 
by about .9 per cent. Furthermore, an increase 
in RFC by one score point raised the pay of women 
by .3 per cent but left the pay of men unchanged. 

In the terminal equations obtained when a 
stepwise deletion and addition procedure with a 
P = .05 stopping rule was applied, the estimated 
impacts of DOGM and RFC retained their signs and 
had almost the same values as in the preceding 
equation. Thus, the results were not unduly sen- 
sitive to the specification of the model. 

Several analyses were conducted in a search 
for those interactions of DOGM and RFC with ED or 
SEN which seemed plausible in advance. Here, 
model (3) was augmented with terms representing 
either EDDOGM and EDRFC or SEN.DOGM and SENRFC. 
When added pairwise to the equation, the coeffi- 
cients of these additional variables were found 
non -significant singly as well as jointly. How- 

ever, because of the high correlations with cer- 
tain interaction terms, the stepwise procedure as 

applied to the expanded equations frequently re- 

tained the interaction term while rejecting the 
corresponding main psychological variable. Never- 
theless, the revised equations fit the data, in 
terms of R2, only about as well as did the equa- 
tions derived from model (3). 

The coefficients of the alternative demo- 
graphic model (4) were also estimated. When all 
the variables were included, the coefficient of 



Table 1. Estimates for the Human Capital Model of loge Weekly Salary 

Variable 
Women (n = 159) Men (n = 49) 

Model (1) Model (3) Terminal Model (1) Model (3) Terminal 

Intercept 3.53 3.67 3.92 3.56 4.07 4.06 
(.143) (.157) (.0706) (.195) (.284) (.249) 

ED .0262 .0191a N.S. .0467 .0411 .0410 
(.0116) (.0116) - (.0141) (.0138) (.0131) 

SEN .0718 .0726 .0733 .0640c .0297e .0256 
(.0119) (.0116) (.0111) (.0346) (.0359) (.00789) 

SEN2 -.00318 -.00316 -.00323 -.00346d -.000400f N.S. 
(.00127) (.00124) (.00121) (.00334) (.00344) 

WORK .00770 .00610 N.S. .0321 .0302 .0298 
(.00304) (.00300) - (.0112) (.0108) (.0103) 

WORK2 -.000288 -.000217 N.S. -.000978 - .000861 -.000842 
(.000108) (.000107) - (.000428) (.000415) (.000393) 

DOGM - -.00294 -.00339 -.00919 -.00912 
(.00133) (.00132) (.00362) (.00318) 

RFC .00348b .00435 -.000897g N.S. 

- (.00185) (.00183) (.00488) 

R2 .4725 .5022 .4914 .4553 .5089 .5313 

= .10, = .06, = .07, = .31, = .41, = .91, = .86 

N.S. indicates the variable did not survive in the stepwise regression procedure, P .05. 

DOGM was negative and significant for both women 
(a6 = -.161, s(a) = .0783, P .042) and men 
(a6 = -.897, s(a) = .347, P = .013). The coeffi- 
cient of RFC was positive for both sexes and sig- 
nificant for women (a7 .237, s(a) .110, P = 

.033) but not for men (P = .466). Thus, the pay 
penalty for an additional score point of dogma- 
tism was about per week among women and about 
900 per week among men, while a pay premium 
amounting to about 240 per week per score point 
of readiness for change was paid only to women. 

Very similar results were obtained, when the 
stepwise procedure was applied to model (4). 

Again, there was a substantial amount of explora, 
tion for interaction effects involving DOGM and 
RFC, and the results closely resembled those of 

the human capital model. 
While no formal significance test was made, 

it seems obvious that the impact did differ be- 

tween women and men. The evidence for the ex- 

istence of interaction effects involving the two 

psychological variables with other variables was 

at best erratic and weak. It may be wise, at the 
current time, to regard dogmatism and readiness 
for change as having main effects impact upon pay 

and interaction effects with sex alone. 

Social Economic Benefits from Psychological 
Change 

The finding that dogmatism and readiness for 

change had an impact on the salaries of employees 

implies that these two psychological variables 

also affected the output of the nation. Indeed, 

one may estimate the output gains, often called 
social economic benefits, from decreased dogma, 

tism and increased readiness for change on the 

basis of the results in Table 1. Three main 
assumptions are needed for such estimates. 
First, according to a premise commonly used by 
economists, the contribution of an employee to 
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national output is assumed to be roughly equal to 
the employee's compensation, composed of direct 
salaries and the value of fringe benefits. 
Second, the value of fringe benefits is assumed 
to be unaffected by both dogmatism and readiness 
for change, because data were not collected. 
Third, although lowered dogmatism and increased 
readiness for change may alter the employee's 
behavior as a citizen, with attendant changes in 
government policy and actions, economic effects 
through other links than the person's employment 
are assumed to be absent. 

Among women as well as men, the standard de- 
viation of individual scores was about seven 
points of dogmatism and about five points of 
readiness for change. According to regression 
results, a decrease in dogmatism of both sexes by 
seven points and an increase in readiness for 
change of women by five points would raise the 
weekly pay, at 1957 levels, by $2.16 for women 
and by $6.31 for men. Expressed in annual rates 
at 1973 levels13 the social economic benefits 
would amount to about $216 per woman and $631 per 
man. 

It is not known whether educational and 
training programs can be redesigned or the envi- 
ronment of children in their formative years can 
be modified to bring about such a change in the 
two psychological variables, nor are the costs 
and side effects known. However, if upheld by 
replication work in progress, the estimated 
annual social economic benefits are large enough 
to warrant serious analysis of the factors 
determining dogmatism and readiness for change, 
with special attention to the potentials of pro- 
grams for deliberate psychological change. 

Concluding Remarks 

The influences of dogmatism and readiness for 
change upon white collar pay were estimated by 



including these two variables in widely accepted 
models of pay determination where sex, education, 
seniority, and prior work experience were held 
constant in one and sex, education, seniority, 
and age were held constant in the other model. 
Clearly, both dogmatism and readiness for change 
deserve recognition in their own right. 

The findings support the general thesis 
that a number of psychological variables should 
be included in the economists' models of pay 
determination. In expanding the models, it is 

important to avoid those psychological variables, 
such as job satisfaction and many work attitudes, 
which cannot be regarded as causes of pay. Ad- 
vice from psychologists is needed in the choice 
of promising variables and of measurement 
methods. 
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METRIC MULTIDIMENSIONAL MAPPING OF CANDIDATES IN AN ISSUE SPACE 
Melvin J. Rinich, Virginia Polytechnic Institute and State University 

Lawrence Cahoon, Carnegie- Mellon University 

INTRODUCTION 

The spatial theory of electorial competition 
provided the basis for the development of the 
methodology presented in this paper. Spatial 
analysis seeks, under a variety of assumptions 
to ascertain the policies candidates should 
adopt. The essential assumption of spatial 
theory is that each candidate's strategy and each 
citizen's preference can be represented in an 
Euclidean space, and that each citizen's loss 
function can be represented as a metric in this 
space. For the individual citizen this space is 
developed over time as he views the changing 
political situation. The U.S. has a representa- 
tive form of government in which the candidates 
are judged to a large extent on their positions 
on the issues. The election process generates 
uncertainty concerning the nature of the many 
issues involved, and concerning the candidates' 
position on these issues. The theory assumes 
that the citizens, in order to more readily deal 
with this situation, condense the issues into a 
space in which the dimensions represent their 
underlying preferences. These dimensions then 
do not necessarily represent the issues directly. 
Since the citizens are concerned primarily with 
the future activity of the candidates it is 
assumed that they use this space to predict the 
future positions of the candidates. Thus a 
"spatial picture" at any point in time is a plot 
of the predicted positions of the candidates 
relative to the citizens underlying preferences. 
When asked how he feels about a given candidate 
the citizen responds in terms of a loss function 

relative to this "spatial picture ". 

With this basis we use the feeling thermo- 
meter data collected in the University of Michi- 
gan Survey Research Center's 1968 Presidential 
Survey to map the candidate positions and the 
respondent's ideal points into a joint two di- 
mensional space. The scaling technique is 
based on the assumption that the thermometer 
scores given by the respondents for each candi- 
date is a monotonic function of weighted Eu- 
clidean distance. The positions of the candi- 
dates, the respondents' ideal points, the issue 
weights, axis orientation, and the mean ideal 
point of the population are all identified in 
the model used to develop the methodology, pro- 
vided some constraints are satisfied. 

THE MODEL 

The metric which specifies the utility 
function of the individual respondents is basic 
to any metric scaling technique. We assume 
that this utility function is of the form 

when = (ej1,02jj)' is the position of the jth 
candidate, Xi (Xil,Xi2) is the ith citizen's 
ideal point, A is a diagonal matrix of positive 
issue weights al, a2, and K is a positive in- 
teger. We have constrained ourselves to a two - 
dimensional space since that is the dimension- 
ality of the space in which the candidate posi- 
tions will be estimated in the application of 
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the methodology to the 1968 SRC survey data. 
When K =1(1) is the quadratic loss function 
common in statistics. We have found that the 

date suggests a value of K greater the 1 to be 
more appropriate. 

Suppose that each citizen rates each of p+1 
candidates on a thermometer scale that varies 
from 0 to 100. If 100 is the response given by 
an individual to a candidate whom he likes ex- 
tremely well the thermometer score takes the form 

(2) j) 100 - [ (e j)'A(e j j1 /K 

For factor analysis to be useful it is necessary 
to eliminate the nonlinerity in expression (2). 

Before proceeding to those modifications, 
let us first make clear a few assumptions which 
are necessary for the procedure to be applicable 
to spatial analysis. First, we assume that all 
citizens have the same perceptions of the candi- 
date. Secondly, the weight al and a2 are inde- 
pendent of X. These two assumptions possess a 

long history in spatial analysis. It must also 
be admitted that they are restrictive. In an 
ideal situation it is desirable to allow 
different perceptives on the part of different 
people. Rather than continue into an extensive 
discussion of these assumptions let us simply 
note that we must begin somewhere so we begin 
with these assumptions. Our third assumption is 

that, the covariance matrix, E, is known, and is 
a diagonal matrix. This assumption may seem re- 
strictive. It is not. The reason for making the 
assumption is that A and E are not jointly identi- 
fiable. In practice A and E jointly provide the 
same type of information about the space. That 

is, they both provide information on the relative 
importance the citizens give to the different di- 
mensions. Since this is true, when E is not known 
it is sufficient to assume that E =I and obtain the 

information about the relative importance of the 

dimensions from the estimate of A which we will 
obtain. In requiring that E be diagonal we are 

simply stating that the axis of the space which 
will be recovered will be that for which E is di- 

agonal. This is possible since for a general co- 
variance matrix E it is possible to rotate the 
space such that relative to the rotated set of 
axis the new covariance matrix is diagonal. 

r'X is the new set of observations and r is an 
orthogonal matrix. With these assumptions it is 

possible to proceed to the discussion of the 
methodology. 

THE PROCEDURE 

Subtracting equation (2) from 100 and allow- 
ing for an additive error in the individual ob- 
servation of the candidates we then have a set of 
observations of the form, 

(3) Dij Eij 

the errors, Eij, are assumed to be independent 
with unknown variance a2. 



Briefly, the procedure uses the observations 
to construct a new set of observations which 

are linear in and These observations, when 
viewed as a set of observations on the set of 
candidates will satisfy the assumptions necessary 
for factor analysis when K = 1 or 2. For K >2 some 
modifications are necessary. Thus the covariance 
matrix of the new set of observations will be 
constructed. Factor analysis will be applied to 
that matrix. As usual with factor analysis the 
factored matrix will be a rotation of the factor- 
ization we desire. While factor analysis must in 

general be satisfied with an arbitrary rotation of 
the true matrix, we will use the additional infor- 
mation available to us about the observations to 

construct a regression to identify jointly the 
rotation and the axis weights. This will in turn 
allow us to estimate the positions of the candi- 
dates. Once that has been done we may then re- 
turn to the set of observations which we con- 
structed to obtain estimates of the individual's 
ideal points. 

The Procedure was first developed relative 
to squared Euclidean distance. Thus to eliminate 
the non -linearities in (2) we first raise the 
observations to the kth power to obtain, 

(4) = j - 20 + + j 

where dij is generic for the error term. From 
(4) the construction of a set of observations 
linear in and ej is straightforward. First 
we note that the entire problem is invariant 
with respect to the origin of the underlying 
coordinate system. For that reason it is 
possible to simplify the mathematics of the 

problem by defining the origin to be located 
at the position of one of the candidates. Speci- 

fically let =0. Thus for j =p +l (4) becomes, 

(5) = + dip +l 
The set of observations desired is formed by sub- 
tracting from (4) and then subtracting the 
mean If- to obtain, 

(6) Yij - Di! - +l) 

Let =(Yi1,...,Yip)' and Y be the nxp 
matrix whose jth element is Yip]. The sample co- 
variance matrix of the is Y It is 

tis matrix which we wish to factor. Since 

n Y'Y is the covariance matrix of it 

estimates 

(7) +ç 
where is the covariance matrix 
of the vector of errors and C is 
the matrix of covariance between 201ß and 

= 1,...p. For K 1,2 C is a matrix of zeros 
and = where 1 =(1,. .,1)', d is a constant 
aad D is a diagonal matrix. Thus when K =1 or 2 

n=1 is factored, by the method of factor 
analysis we obtain an estimate 

(8) A = (20'A,1)P 
where P is a 3x3 orthogonal matrix. 
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If K >2 some modifications are necessary. 
From equation (6) it is possible to specify the 
exact form of C in (7). If we ignore moments 
greater than two this can be written as Eat. A 
typical term in the matrix E is 

coy{ (6 
, [ j -) } 

This can be estimated from the observations as 
cov(DK,DK-2). Once the matrix E is estimated 
we use the fact that 40'AO is of rank two to 
estimate a2. That is we search over a2 to find 
the value of a2 such that the smallest p -2 
eigenvalues of 

(9) Y'Y - E a2 
are near zero. Specifically we choose a2 such 
that the mean of the last p -2 eigenvalues of 
(9) is zero. Then (9) estimates 40'A20. This 

matrix is then factored by the principle compo- 
nents version of factor analysis to obtain an 
estimate of 20'ÁT where is a 2x2 orthogonal 
matrix. 

Thus for K =1,2 we have obtained an esti- 
mate of (20'A,1)P and for K >2 we estimate 20'AT. 
When K=1,2-"a regression is constructed using the 
fact that we have a column of l's in the matrix 
20'A,1 to identify two of the three rotational 
parameters in P. Once these have been identified 
the matrix (20'A,1)P is rotated to form an esti- 
mate of (20'Ar,1). 

The estimate is next used together 
with the means +l to obtain estimates of 
and A. We begin by noticing that 

(10) Dp +l - + dij 
If K >2 a minor correction is made to (10) to 

account for the bias introduced into the error 
term by raising the observations to the Kth power. 
Post multiplying our estimate of by the un- 
known and forming the inner product 

1 /Z)' we obtain an estimate 
of Post -multiplying the estimate of 
by unknown we obtain an estimate of 
the sum of these two provides an estimate of - 

Expanding this expression we have the r 
gression model 

(11) + + 

+ a3Mj1 + dij 

where our estimate of O'AT is M=641 The co- 
efficients a0,...,a4 are nonlinear jfunctions of 

and the rotation parometer in the 

matrix X , (X,X) 
1 2 i 

no,...,a4 are then used to solve the system of 
equations for a1,a2,X1,X2 and the rotation para- 
meter. It then becomes a single matter to use 
these estimates together with the estimates of 

to estimate the matrix of candidate posi- 
tions. 

The respondents' ideal points can also be 

estimated. This is done by using the estimates 
and r together with the set of observations 

Yij 20jß + dij to form a regression to identi- 

fy the 



THE DATA 

The procedure has been applied to the 1968 
SRC thermeter data. Prior to a discussion of 
the results of that analysis several comments 
are necessary. We have assumed that all citizens 

have the same perceptions of the candidates. To 

provide for a greater certainty in the truth of 
this assumption the population was divided into 
three groups: Democrats, Independents, and Re- 
publicans. A respondent who leaned towards the 
Democrats or to the Republicans while belonging 
to neither group was nontheless included with 
that group, as well as with the Independents. 
Thus there is some overlap in the three groups. 
Also, while the survey question did provide for 
an answer in case a respondent did not know a 
candidate, it was also possible to assume a 
score of 50 could be given to a candidate whom 
the respondent was unfamiliar with. A quick re- 
view of the actual responses given indicates 
that this did in fact occur. To eliminate dis- 
tortions caused by this any respondent who gave 
more than three of the eleven candidates a score 
of 50 was eliminated from the sample. 

For the utility function U(9j,Xi) a value of 
K equal to 4 was chosen. Such a value provides 
for a myopic view of the candidates. That this 
is the case is evident from the data. This 
effect also shows up in the plots of the candi- 
dates positions. The Republicans (Fig. 3) dis- 
tinguish more between Agnew and Reagon than do 
the Democrats (Fig. 1). 

Figures 1, 2, and 3 show the positions of the 
candidates as estimated by the procedure. The 
distances in these plots have been changed to 
Euclidean distances for ease of interpretation. 
Wallace and LeMay were eliminated from the study 
because, after a review of the data, it was felt 

that many respondents wished to score them beyond 
the permissable range of the thermometer scale. 
Also included with these plots are the informa- 
tion concerning the relative axis weights, error 
variance, predicted and true votes, and the R2 
for the regression used to estimate the rotation 
and axis weights. al is the weight on the 
horizontal dimension, a2 the weight on the verti- 
cal dimension, a3 represents an efficiency weight. 
That is, it was felt that certain candidates 
were considered by the citizen's to be clear pos- 
sibilities as presidential candidate, the others 
were not, thus the citizens would tend to like (or 

dislike) those who were more likely to be presi- 
dent at some future date. This weight was 
specific to Nixon, Kennedy, Johnson and Humphry. 
Thus these four candidates are viewed as being at 

while the remainder are at (9j,1). The 

ideal points are at This effect can be 

considered by a simple modification of the re- 

gression. It cannot be treated in the covariance 

matrix of the because the ideal points do not 

vary over that dimension. That the weight a3 is 

positive in all cases indicates a likeing for 

Nixon, Kennedy, Johnson, and Humphry which is 

distinct from how the citizens see the other 

candidate. 
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The line used to predict the votes for each 
candidate is not the bisector of the line joining 
Nixon and Humphry, but is a line parallel to the 
bisector. Moving the line was considered justi- 
fied because the thermometer data was gathered 
shortly after the election, thus creating some 
possible post election bias. The line chosen 
is that which maximizes the sum of the percentages 
of correctly predicted votes for Nixon and 
Humphry. 

One rather interesting result became evident 
when the ideal points of the citizens who claimed 
to support Nixon and Humphry but abstained 
from voting were plotted (see Fig. 4). The plot 
indicates that the reason for abstention was 
not alienation, but that these citizens were 
on the dividing line between voting for Nixon or 
Humphry. 

The interpretation of the meaning of the 
dimensions must be made from the positions of the 
candidates or from external information. In 
each of the three grouping;it seems that the 
horizonal dimension is a party dimension. The 
vertical dimension is more difficult to interpret. 
Considering Kennedy and McCarthy's anti Viet Nam 
war stands, and Kennedy's position on the race 
issue, the vertical dimension could be regarded 
as a liberal -conservative social action dimension. 
One hesitates to use terms such as liberal and 
conservative here because of the many possible 
meanings these words may have in the political 
sphere, however it is felt that their use is clear 
in this instance. The position of Reagan relative 
to Nixon and Agnew in Fig. 3, (the Republican re- 
spondents), is consistant with such an interpre- 
tation, as is the position of Nixon relative to 
the democrats as an entire group. As mentioned 
before the Democrats, and Independents as well, 
have some difficulty separating Agnew and Reagan, 
thus since Agnew was Nixon's running -mate, their 
positions are determined, in the eyes of the 
voters, by Nixon's position. 

The horizontal dimension was conjectured 
to be a party dimension. The extreme position of 
Johnson, and Nixon are factors indicating the 
truth of that conjecture. It might be asked, then, 

why are Agnew and Reagan to the right of Nixon, 
since this would indicate that they are more loyal 
to the Republican party than Nixon is. This fact 

is evident in each of the three groupings. It 

must be remembered that in 1968 Agnew was an un- 
known political figure, and for the Democrats 
this seems to be true of Reagan as well. With 
Nixon being the presidential candidate, the voters 
then would be very likely to place Nixon closer 
to their mean position than they would Agnew or 
Reagan. 

Conclusions 
We have given a method by which the positions 

of candidates may be estimated in an Euclidean 
space. This method has then been applied to real 
data from the 1968 presidential election. The 
principle objective here is not simply to secure 
by some means a spatial map of the candidates 
that satisfies some intuitive criteria. Rather 
it is to develop a multidimensional scaling pro- 
cedure based on spatial theory's assumptions. 
In this way we hope to link theory to the empiri- 
cal world. 



Fig. 1 Predicted Position of Candidate Using Democratic Respondents 
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Reagan 
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McCarthy 

Estimated Error Variance 82 154.7 
Ratio of Axis Weights 

â2 5.43 
a3 /â1 = 0.39 

Regression R2 0.928 

Predicted Vote Percentages 
Nixon 22.6% 
Humphry 77.4% 

True Vote Percentages 
Nixon 21.6% 
Humphry 78.4% 

Percentage of Votes Correctly 
Predicted 82.0% 

Fig. 2 Predicted Position of Candidate Using Independent Respondents. 
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Estimated Error Variance 2 164.4 
Ratio of Axis Weights. 

/a 2.44 
/â1 - 1.12 

Regression R2 = 0.744 

Predicted Vote Percentages 
Nixon 58.3% 
Humphry 41.7% 

True Vote Percentages 
Nixon ...62.5% 
Humphry 37.5% 

Percentage of Votes Correctly 

Predicted 83.7% 



Fig. 3 Predicted Position of Candidates Using Republican Respondents 
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Humphry * 

Nixon 
Mean * * Agnew 

*Muskie 

Kennedy 

Estimated Error Variance 82 171.5 

Ratio Axis Weights 
a2/11 = 1.74 
â3 /ai 0.79 

*Reagan Regression R2 = 0.963 

Predicted Vote Percentages 
*Romney Nixon 90.4% 

Rockefeller Humphry 9.6% 

*McCarthy True Vote Percentages 
Nixon 92.6% 
Humphry 7.4% 

Percentage of Votes Correctly 
Predicted 93.0% 

Fig. 4 Republican Candidate and Position of Respondents who supported Nixon or Humphry 
but did not vote in the election. The numbers indicate the number of Respondents 

at any one position. 21 respondents are plotted, 5 more are located in the same 
position as the candidates, and 1 person is outside the area of the plot. 
Note the tendency for these respondents to be near the line separating Nixon 

Voters from Humphry Voters. (Candidates positions are the same as in Fig. 3 above.) 
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AN EMPIRICAL ANALYSIS OF INTERSTATE DIFFERENTIALS IN 
THE RATE OF FERTILITY DECLINE, 1970 - 1971 

Timothy D. Hogan, Arizona State University* 

Birth rates have declined to record low 
levels in the United States. Between 1970 and 
1971, the last year for which final statistics on 
births are available, the total number of live 
births in the United States declined five percent, 
and the U.S. birth rate declined seven percent 
between 1970 and 1971 (22, p. 1). Preliminary 
data for 1972 and 1973 indicate that the total 
number of births declined 8.5 percent between 
1971 and 1972 and fell an additional 3.7 percent 
between 1972 and 1973. The average birth rate 
for 1972 was indicated to have been 9.4 percent 
lower than 1971, and the 1973 birth rate to have 
been 4.3 percent below the average rate for 1972 
(20). 

The so- called "birth- death" phenomenon that 
has occurred since 1970 has been nationwide in 
scope. Provisional data for 1973 (by place of 
occurrence) show that the birth rate declined in 
all states but Georgia (20). But while this 
general pattern of fertility decline has been 
nationwide, the relative magnitudes of these de- 
clines and the levels of fertility themselves 
among the states have been subject to consider- 
able variation -- for example, annual declines 
between 1970 and 1971 ranged from over ten per- 
cent in crude birth rates in states such as 
Connecticut, New York, Washington, and California 
to a slight increase in South Carolina. 

Given this pattern of variation, this paper 
presents preliminary results from empirical anal- 
ysis of the factors associated with interstate 
variations in the percentage decline in the num- 
bers of births and in the birth rate between 1970 
and 1971. 

II 

Previous studies have examined the determin- 
ants of differential fertility in the United 
States utilizing cross- section data (3,7,8,9,10, 
24), but have concentrated on explanation of 
variation in the levels of fertility. Analyses 
have also examined the factors associated with 
U.S. fertility trends, but these have generally 
investigated the trends in national fertility 
measures rather than differential regional trends. 
(1,6) 

We will formulate the following linear sto- 
chastic-model to test the association of a com- 
bination of socioeconomic and demographic charac- 
teristics of states with (a) the percentage decline 
in births and (b) the percentage decline in 
birth rates during the 1970 -1971 period: 

F F(Y,U,B,R,L,M,Ed,A,P,I,Ec) 
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where 

F refers alternatively to (a) the percentage 
decline in the number of live births and (b) 
the percentage decline in the crude birth 
rate between 1970 and 1971. 

Y refers to the median income of families in 
1969. The relationship between income fad 
fertility has been studied extensively. 
Typically, analysis has been in terms of 
association between family size and income or 
wealth levels. In our context, we will inves- 
tigate the relationship between differences 
in the magnitude of the fertility decline and 
the relative income levels of families among 
states. 

U refers to the 1970 unemployment rate. This 
additional economic variable is included as 
a measure of the influence of short run fluc- 
tuations in economic conditions upon fertil- 
ity decisions -- particularly upon the timing 
of births.2 

B refers to the proportion of the total 1970 
Census population of the state that was Negro. 
Previous analyses have identified race as a 
significant determinant of differential fer- 
tility (2,15). Additionally, black attitudes 
toward fertility control and population growth 
have been the subject of considerable recent 
discussion (23), so that this variable has 
been included to study the significance of 
race as a factor in recent declines in fertil- 
ity. 

R refers to the proportion classified as rural 
residents of the total 1970 Census population. 
Previous studies of urban -rural differentials 
show substantially higher fertility for rural 
areas, even when education, income and other 
socioeconomic factors are taken into account 
(2,5,8,15). 

L refers to the female labor force participation 
rate. Theoretical analyses have identified 
the opportunity cost of the mother's time as 
a very important factor in the family's fer- 
tility decisions (4,24); and a significant 
negative relationship between female labor 
force participation and fertility levels has 
generally also been empirically identified 
(6,7,9,24). 

M refers to the proportion of women over 14 in 
1970 who were married. Since the fertility 
of married women is much higher than that of 
unmarried women, we would expect the propor- 
tion married of the female population of 
child -bearing age to be a significant factor 
determining differences in fertility rates 
among states. 



Ed refers to the median number of school years 
completed by women 25 years and over in 1970. 
A measure of female educational attainment 
has been included in our analysis because 
previous research has identified a strong 
inverse relationship between education and 
fertility (2,8,10,15). Additionally, a pos- 
itive relationship between educational 
attainment and the rate of fertility decline 
might be hypothesized on the basis of a pos- 
itive relationship between education and the 
awareness of new economic and social trends 
and /or changes in contraceptive technology 
that would effect fertility. 

A refers to the median age of the female pop- 
ulation in 1970. Ceteris paribus, the age 
composition of the female population in the 
child- bearing ages has important effects 
upon aggregate fertility because age speci- 
fic fertility rates vary tremendously among 
different age groups. Further, the rate of 
fertility declines has been much higher for 
older women than those in the prime child- 
bearing ages. Inclusion of the median age 
of the female population as an explanatory 
variable provides an indirect measure of 
differences in the age composition of the 
female population.3 

P refers to the percentage increase in the pop- 
ulation aged 18 -44 between 1970 and 1971. 
Even if age specific fertility rates re- 
mained constant, the number of births and 
the birth rate would be expected to change 
if the size of the child- bearing population 
varied during the time period; this age spec- 
ific population growth measure has been 
included to investigate the significance of 
this factor. 

refers to the percentage change in the in- 
fant mortality rate between 1969 and 1970. 
The infant mortality rate is generally con- 
sidered a sensitive measure of the general 
level of health and medical care (2); it has 
been included in the analysis as a measure 
of the importance of such health façtors 
upon the rate of fertility decline.4 Alter- 
natively, the inclusion of this variable 
might be considered a test of a theory of 
fertility decline that has received consid- 
erable study -- the direct impact of the 
decline in infant mortality upon the number 
of births per woman (7,13),in the context of 
the recent U.S. experience. 

Ec refers to the number of members of the con- 
servationist society, the Friends of the 
Earth, per 1000 population. This variable 
might be interpreted as a proxy of the de- 
gree of the environmental concern among the 
states' residents. 

Further definitional details and data 
sources are presented in the appendix for all 
variables. 

It should be noted that a priori hypotheses 
concerning the direction of the relationship 
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between most of the independent variables and the 
measures of fertility decline were not stated. 
Previous analyses have analysed the relationship 
between income, education, age structure, female 
labor force participation, race, urban -rural 
residence and fertility levels; but little prior 
evidence exists regarding the association be- 
tween the socioeconomic variables and the rates 
of fertility decline. 

Theory may imply a positive relationship be- 
tween fertility levels and a particular indepen- 
dent variable, and the theory may also be sup- 
ported by empirical results indicating the 
existence of such a positive association. If a 

linear model is assumed, it is also possible to 
extend the theory to imply a positive relation- 
ship between changes in fertility and variations 
in the particular independent variable. Unfor- 
tunately, neither variant of such a theory con- 
cerning the relation between fertility - indepen- 
dent variable provides much insight into the 
expected relationship between the rate of change 
in the dependent variable and the level of the 
independent variable. Therefore, the test of 
significance employed in the analysis was a two - 
tailed t test -- that is, no assumption was made 
about the direction of the specified relationship 
between the rate of fertility decline and most of 
the independent variables prior to analysis. 

III 

Ordinary least squares regression analysis 
was utilized to estimate the alternate versions of 
the model described in the previous section. 
Table 1 presents separate regression results with 
the percentage decline in births and the percen- 
tage decline in birth rates alternatively employed 
as the dependent variable in the multivariate 
model. A constant term was computed for each 
regression but not reported. The table reports 
beta coefficients for each variable, rather than 
standard regression coefficients to allow direct 
comparison of the relative impact of each factor 
upon the rate of fertility decline.5 The esti- 
mated t value for each coefficient is also re- 
ported in parentheses below the respective 
coefficient, and those coefficients which are 
indicated to be statistically significant at the 
ten percent, five percent, and one percent levels 
of significance are designated by the superscripts 
"a," "b," and "c" respectively. 

Of the eleven explanatory variables included 
in the analysis, the regression results show 
seven to be statistically significant at the ten 
percent level of confidence or above (when two - 
tailed test is applied) in the aggregate birth 
equation, while six are indicated to be statisti- 
cally significant in the birth rate equation. 

Interpreting the beta coefficients as mea- 
sures of the relative impact of each significant 
explanatory variable upon the rate of fertility 
decline, the results show the median income 
measure to have been the most important variable 
in explaining the decline. Differences in urban - 
rural residence of the states' populations were 



indicated to be the second most important factor 
for both fertility measures, and the racial com- 
position was shown to be the third most important 
factor. The proportion of the female population 
married and the measure of decline in the infant 
mortality were also found to be significant 
variables for both measure of the rate of fertil- 
ity decline. Declines in aggregate births were 
also significantly correlated (positively) with 
female median age and with the variable measuring 
growth of the population in the child- bearing 
ages (inversely); these factors were found to 
have the same signs in the birth rate equation, 
but were not indicated to be statistically sig- 
nificant. The measure of environmental concern 
was shown to be positively related to both mea- 
sures of the rate of fertility decline, but 
significantly correlated only in the case of the 
birth rate equation. Differences in educational 
attainment, female labor force participation, and 
unemployment rates were not indicated to be sig- 
nificant in either equation. 

One interesting aspect of these results is 
the relatively high proportion of the total var- 
iance in the fertility measures explained by the 
combination of eleven independent variables in- 
cluded in the regression equations. The R2's of 
.75 in both equations compare very favorably with 
cross- section analyses of U.S. differential fer- 
tility -- for example, Heer and Boynton (7) were 
able to explain only 35 percent of the total 
variance in birth rates among a sample of U.S. 
counties, with a model including seven explana- 
tory variables. 

The positive impact of median income levels 
was identified as the most important relationship 
by the regression results. These results could 
be interpreted to support several alternative 
hypotheses. One possible interpretation would 
be that children are an inferior good, so that 

higher income levels are associated with low 
levels of fertility. Alternately, the observed 
positive relation between income levels and the 
rate of fertility decline may be indirect evi- 
dence of the relationship between the opportunity 
cost of wives' time and fertility, since families' 
income levels and the value of time would be ex- 
pected to be positively related. Finally, even 
after standardization for educational, racial, 
and residential differences, there may be a pos- 
itive relationship between income levels and 
adoption of new contraceptive technology, so that 
the elimination of unwanted fertility among high- 
er income individuals has become increasingly 
successful compared with the experience of the 
low income population. 

The regression results also indicated that 
the rate of fertility decline was significantly 
larger in states' with relatively large rural 
populations. This observed relationship supports 
other evidence that rural fertility has been de- 
clining more rapidly than urban fertility -- that 
is, the differential between rural and urban fer- 
tility levels has been narrowing over time (8,15). 

Similarly, the positive relationship indi- 
cated between the proportion of the population 
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which was Negro and the rate of fertility decline 
can also be interpreted as the results of the 
lessening of the gap between higher Negro and 
lower white fertility rates. Alternatively, the 

observed relation might also be explained in terms 
of the effects of underlying differences in sòcio- 
economic variables that were not adequately mea- 
sured by the present aggregate analysis. For 
example, Negro income levels could have risen 
faster than white income levels, so that those 
states with relatively high proportion of Negroes 
would have larger fertility declines. 

The regression results with respect to the 
effects of improvements in infant mortality can 
also be interpreted in at least two ways. If the 

infant mortality measure is assumed to be a proxy 
for improvements in health care (perhaps includ- 
ing the provision of abortion and family planning 
programs), then the positive relation discovered 
could be interpreted in terms of the positive 
influence of these health- related factors upon the 
rate of fertility decline. On the other hand, it 

is also possible to explain this evidence in terms 
of a direct relationship between changes in infant 
mortality and changés in fertility. Previous 
analyses have usually examined the infant survival 
factor in the context of developing societies, but 
Heer and Boyton (7) found a significant and pos- 
itive relationship between infant mortality rates 

and birth rates for U.S. counties. Our evidence 

could also be interpreted as confirming this rela- 
tionship in the context of the recent U.S. exper- 

ience. 

In the case of the birth rate equation, the 
significant positive relationship between the 
environmentalist measure and birth rate declines 
support the hypothesis that one of the important 
factors leading to the unexpectedly rapid decline 
in fertility of the 1970's has been the increasing 

concern with the negative impact of population 
growth upon the quality of life. A recent nation- 
al opinion poll indicated that two -thirds of the 
respondents regarded U.S. population growth as a 
serious problem; and data collected in the 1970 
National Fertility Study indicated that, among 
married women under 30 with less than two children, 
those concerned with population growth intend to 
have only half as many.additional children as 
those not concerned (11). 

For those two demographic variables for 
which a priori hypotheses concerning the nature 
of their impacts upon fertility decline were ob- 
vious -- the proportion of the female population 
married and the growth rate of the population of 
child -bearing ages during the 1970 -1971 period -- 
the theoretically expected negative relationship 
was, in fact, observed in both regression equa- 
tions. 

Finally, the results did not demonstrate 
significant relationships, when the effects of 
the other factors are taken into account, between 
fertility declines and female educational attain- 
ment, female labor force participation, or the 
unemployment rate. The lack of significant rela- 
tionship between the rate of fertility decline and 
female educational levels is somewhat surprising, 



given the positive associations that have been 
observed between educational attainment and con- 
traceptive use and attitudes relating to abortion 
and fertility control (2,12). Similarly, substan- 
tial evidence exists of a close association be- 
tween fertility and labor force participation by 
women, so a lack of evidence reaffirming such a 
relationship with respect to the rate of fertil- 
ity decline was also somewhat unexpected. Fail- 
ure to observe a significant relation between the 

rate of fertility decline and the unemployment 
rate was not as surprising, given the controversy 
concerning the importance of business cycle ef- 
fects upon fertility rates (16). These results 
may be due, however, to shortcomings in the ac- 
tual variables utilized in the empirical analysis 
as measures of the theoretical relationships 
under study. The existence of multicollinearity 
among the independent variables may also have 
resulted in the estimated coefficients of these 
variables to be nonsignificant. 

IV 

In summary, these results have emphasized 
some interesting aspects of the recent fertility 
experience. The evidence demonstrates that a 
high proportion of the differentials in the rate 
of fertility decline among the states can be ex- 
plained on the basis of a combination of several 
socioeconomic and demographic characteristics of 
the states' populations. These results may also 
be interpreted as indirect evidence of the role 
of certain factors in the unexpectedly rapid de- 
cline in fertility experienced by the United 
States during the early 1970's. The regression 
analysis indicates that (1) ceteris paribus, the 
downward trend was most pronounced in states with 
relatively high median income levels; (2) a pro- 
cess of fertility differentials between rural and 
urban residents and between Negroes and Whites 
narrowing during the period also contributed to 

the fertility decline; and (3) empirical support 
exists for the hypothesis that growing the envir- 
onmentalist sentiment had an impact upon fertil- 
ity during the recent period. 

FOOTNOTES 

1For summaries of previous studies refer to 
Easterlin (4) or Simon (14). 

2The relationship between the business cycle 
and short -run fluctuations in birth rates has 
received considerable analysis (1,8,16). Easter - 
lin has also related changes in economic condi- 
tions to longer -run trends in fertility (4). 

3The median age is an imperfect measure of 
such age compositional effects, since it is many 
different age compositions could have the same 
median age, but it is a single, available proxy 
measure which does provide some indication of 
age structure difference. 

4The level of infant mortality rates in 1970 
was also employed as an alternate variable, but 
was found not to be, correlated with fertility 
declines. 
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5A "beta coefficient" is equal to the estima- 
ted coefficient times the ratio of the standard 
deviation of the independent variable divided by 
the standard deviation of the dependent variable. 

*Associate Professor of Economics and Re- 
search Associate, Bureau of Business and Economic 
Research, College of Business Administration. The 
author would like to acknowledge support from the 
Faculty Research Grant Program at Arizona State 
University during the summer of 1974 which allowed 
time to pursue this research. 
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DATA APPENDIX 

The percentage declines in births and in 
birth rates between 1970 and 1971 were computed 
from data on live births and birth rates (births 
per 1000 population) recorded by place of resi- 
dence (22). Unfortunately, final fertility data 
for the years after 1971 has not yet been pub- 
lished. 
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Data series for 1969 median family income, 
average 1970 unemployment rate for persons 16 and 
over, and the proportion of the total 1970 Census 
population that was Negro were compiled from the 
1973 Statistical Abstract of the United States 
(19). 

Information by state on the proportion clas- 
sified as rural -farm of the total 1970 population, 
the proportion of females 16 and over in the labor 
force, the proportion of females 14 and over 
married, the median number of school years com- 
pleted by women 25 and over, and the median age of 
the female population was collected from the 1970 
Census of Population (17). 

The percentage changes in the population 18- 
44 between 1970 and 1971 for each state were com- 
puted from age specific population data (18). 

The percentage declines in infant mortality 
rates (the number of deaths to infants less than 
one per 1000 live births) between 1970 and 1971 
by state were computed from data on infant mor- 
tality in 1970 and 1971 (21) and on the number of 
live births reported in (22). 

The number of members of Friends of the Earth 
per 1000 population in each state vas computed 
from data on FOE membership by state in 1972 
reported in a private letter from the national 
office of the organization and population esti- 
mates of state populations as of July 1, 1972 pre- 
seated in (18). It would have been preferable to 
have such membership rates for the 1970 -71 period 
but membership data for years before 1972 were 
not available. 



TABLE I 

REGRESSION RESULTS: PERCENTAGE DECLINES IN BIRTHS AND IN BIRTH RATES AS FUNCTIONS OF SELECTED 
SOCIOECONOMIC AND DEMOGRAPHIC VARIABLES, FOR THE FIFTY STATES, 1970 - 1971. 

Dependent Variable 

Independent 
Variables 

Births 
(Beta Coefficient) 

Percentage Decline in 
Births /1000 Population 
(Beta Coefficient) 

Y .6449c .7367c 

(3.30) (3.79) 

U .1540 .1421 
(1.21) (1.12) 

.3274b .3167b 
(2.33) (2.27) 

.4527° .3845° 

(3.76) (3.20) 

-.0041 -.0143 
(0.03) (0.11) 

-.2744c -.2005a 
(2.52) (1.85) 

Ed .1260 .1346 

(0.77) (0.83) 

.2148a .1660 
(1.98) (1.53) 

-.2883° -.1359 
(2.53) (1.20) 

.2451c .2035 
(2.38) (1.98)a 

Ec .1885 .2653b 

(1.46) (2.07) 

R2 .752 .753 
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THREE MULTIPLE COMPARISON PROCEDURES F 
Bradley E. Huitema, 

Researchers occasionally encounter situa- 
tions in which it is appropriate to test the 
hypothesis Ho: = =)o (where J is 

the number of independent groups and is the 
population correlation coefficient) against the 
alternative hypothesis that Ho is false. A 
fairly well known chi square test of this hypo- 
thesis is presented in several texts (e.g., Rao, 

1965; Snedecor and Cochran, 1967). The problem 
of multiple comparisons among J coefficients has 
not, however, been given much attention. The 
only procedure formally described for this pur- 
pose appears to be one presented by Marascuilo 
(1966, 1971). Marascuilo's procedure is essen- 
tially the correlation coefficient analog to 

Scheffe's widely known procedure for multiple 
comparisons among means. The purpose of this 
paper is to (a) describe three alternate multi- 
ple comparison methods and to (b) discuss the 
relative merits of these procedures. 

The basic advantage of the Marascuilo 
procedure is that it can be applied a poster- 
iori to any number or type of contrasts of 
interest. This is a very impressive character- 
istic because the total possible number of 
contrasts among three or more groups is infi- 
nite. As might be expected, a disadvantage 
associated with this flexibility is low 
precision. If the contrasts of interest are 
planned and the number is not large (a table 
for defining "large" is presented later) the 
procedures described in the remainder of this 
paper are more powerful. 

Method I 

The most frequently encountered multiple 
comparison situation appears to be the one in 
which all pairwise (simple) contrasts are of 
interest. A powerful test in this situation 
is an analog to the Protected LSD test on means. 

Method I is a two stage procedure: 
Stage ï: Perform the overall chi square test 

at level o(. If this test is non- 
significant retain the hypothesis that 

'2'= If this test is 
significant proceed to stage 2. 

Stage 2: Compute tests on all pairwise con- 
trasts using the conventional formula 
for testing the equality of two 
population correlation coefficients 
i.e., 

Zi 
. 

Zj =z obt 

and are Fisher's Z transforma- 
tions of the Pearson correlations based 
on samples i and j, 
ni and are the sample sizes associa- 
ted with the ith and jth samples and 
z obt (disregarding sign) is the test 
statistic which is evaluated with the 
100(04/2) percentile of the unit normal 

OR CONTRASTS AMONG CORRELATION COEFFICIENTS 
Western Michigan University 

distribution. The stage 2 tests should 

be carried out at the same o( as was 

employed during stage 1. 
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Example: 

Data from Marascuilo's article appear below: 

School 1 2 3 4 5 

nj 

66 

58 

.70 

68 

.68 

113 

.92 

37 

.44 

91 

Stage 1 The test of the equality of the five 

population correlation coefficients 
is based on the following computational 
scheme. 

Sample 

(School) n r Z n -3 (n -3)Z (n -3)Z2 

58 .66 .793 55 43.615 34.587 
2 68 .70 .867 65 56.355 48.860 
3 113 .68 .829 110 91.190 75.597 

4 37 .92 1.589 34 54.026 85.847 
5 91 .44 .472 88 41.536 19.605 

352 286.722 264.495 

2 

E4(9-3)1 
264.495 (286.722) 

2 

(n j-3)Z 
352 

-3) 

1 

30.94 
bt 

The obtained is evaluated 
which is 9.49 for« .05. The hypothesis = 

2 P3 =)04 =105 is rejected; hence we proceed 
to stage 2. 

Stage 2 All pairwise contrasts are tested. 
(2) (3) (4) 

Est. Z Std. Error 
Contrast of Contrast IZobtß 

(1) 

Samples 

1 -2 -.074 .183 .404 

1 -3 -.036 .165 .218 

1 -4 -.796 .218 3.649 

1 -5 .321 .172 1.868 

2 -3 .038 .157 .243 

2 -4 -.722 .212 3.411 

2 -5 .395 .164 2.415 

3 -4 -.760 .196 3.873 
3 -5 .357 .143 2.496 

4 -5 1.117 .202 5.532 

Each test statistic is evaluated with 

the critical value 1.96 found in the conventional 

normal curve table. It can be seen that six of 

the 10 pairwise contrasts are significant using 

0(= .05. 

Method II 

If a researcher is interested a priori in 

comparing the correlations from each of several 

groups against one control group correlation 

there will be only J -1 contrasts. The J -1 

contrasts are tested as shown in stage 2 of 

Method I except that the test statistic is now 



ncontrol-3 nj -3 

The obtained tD value is compared with the 
critical value of Dunnett's distribution with 

infinite degrees freedom. The one and two tailed 
critical values can be found in Dunnett (1955 

and 1964). 
Notice that the chi square test described 

as the first stage of Method I is not employed 
with Method II. 

Simultaneous confidence intervals for the 

J -1 contrasts are computed using 

Zcontrol - = tD. 

1 1 

Zcontrol - Zj + 1 

Vncontrol-3 nj -3 

for the upper and lower limits of Z which are 
then transformed to correlations. 

Example: 

Suppose school 1 of the Marascuilo data 
had been designated as the control group a priori. 
The hypotheses of interest are: 

Ho: 'Pi 

Ho: 

Ho: f1 Q4 and 

Ho: =P5 
The test statistics associated with these hypoth- 
ses were computed under the second stage of 
Method I. They are: 

= 404, 

.obt2 .218, 

obt3 = 3.649 and 

obt4 1.868. 

The critical value against which these obtained 
values are compared is 2.44 for .05, two - 

tailed. The Ho: ='Q4 is rejected. 

The 95% simultaneous confidence intervals 
for the J -1 contrasts are: 

95% Simultaneous 
Estimated Confidence Interval for True 
Contrast Difference Between' 's 

-.074 -.48, .35 

-.036 -.41, .35 

-.796 -.87, -.25 
.321 -.10, .63 

Method III 

Method III is the correlation coeficient 
analog to the Dunn -Bonferroni procedure for con- 
trasts among means. Whenever the contrasts among 
the correlations of interest are planned (a priori) 
Method III is appropriate. Both simple and com- 
plex contrasts can be analyzed using this proce- 
dure. 

The general formula for testing any simple 
or complex contrast is: 

c1Z1 + c2Z2 + ... + cJZJ 
tDB. 

c2 c2 

V n 
cJ 

-3 n2 -3 nj-3 

The test statistic tDB is evaluated using 
the critical value of the Dunn- Bonferroni tDB 
distribution associated with the number of planned 
contrasts between correlations (C), and infinite 
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degrees of freedom. The critical values are 
available in Dunn (1961). 

Simultaneous confidence intervals for planned 
contrasts are constructed using c1Z1+ c2Z2+ + 

cJZJ± (cl)2 (c2) 
2 

(cj)2 2 . .. 
n1-3 n2-3 

Example: 

Suppose the three following complex contrasts 
among the five schools of the Marascuilo example 
had been planned before the data were collected: 

+f2 P3 +f4 
2 2 

ß3 - and 

R1 +V3 
3 

The corresponding sample contrasts (in terms 
of Fisher's Z), standard errors of contrasts and 
obtained tDB statistics are: 

Est. Est. Std. 

Z Contrast Error of Contrast 

-.379 
-.741 
.358 

.1342 

.1885 

.1269 

tDB obtl 

2.82 
3.93 
2.82 

The absolute value of each obtained tDB sta- 
tistic is evaluated using the tabled value of tDB 
for C =3. Since the critical value for =.05 is 
2.39 all three complex contrasts are declared sig- 
nificant. 

The 95% simultaneous confidence intervals 
for the three complex contrasts are: 

Estimated 
Contrast 

-.379 
-.741 
.358 

95% Simultaneous Confidence 
Interval for True Difference 

Between f's 

-.60, -.06 

-.83, -.28 
.06, .58 

Comparison of Methods I, II and III with 
Marascuilo's Procedure 

Marascuilo's procedure was applied to the 
contrasts used to illustrate Methods I, II and 
III. The results are presented in Table 1. 

It can be seen that six pairwise contrasts 
are declared significant with Method I whereas 
Marascuilo's procedure detects four significant 
contrasts. Simultaneous confidence intervals 
are not shown in the comparison of these two 
procedures because Method I is a hypothesis 
testing procedure only. 

When Method II is compared with Marascuilo's 
procedure we find that the same contrasts are 
declared significant. A comparison of simultane- 
ous confidence intervals, however, reveals nar- 
rower intervals for Method II. 

Method III declares all three planned 
complex contrasts significant whereas the Mara - 
scuilo procedure declares only one significant. 
Correspondingly, the simultaneous confidence 
intervals are narrower for Method III. 



Table 1 

Comparison of Marascuilo's Procedure with Methods I, II and III. 

Z Contrast 

Z1 - Z2 

Z1 -Z 
3 

Z1 - Z4 

Z1 - Z5 

Z2 - Z3 

Z2 - Z4 

Z2 - Z5 

Z3 - Z4 

Z3 - Z5 

Z4 - Z5 

Z Contrast 

Z1 - Z2 

Z1 - Z3 

Z1 - Z4 

Z1 - 

Contrast 

Z1+ 
2 2 

Z2+Z3 

2 - Z4 

Pairwise Contrasts (Tests Only) ..05 

Marascuilo Procedure 

Not Significant 

Not Significant 

Significant 

Not Significant 

Not Significant 

Significant 

Not Significant 

Significant 

Not Significant 

Significant 

Method I 

Not Significant 

Not Significant 

Significant 

Not Significant 

Not Significant 

Significant 

Significant 

Significant 

Significant 

Significant 

J -1 Control vs. Other Group Contrasts 

Marascuilo Procedure 
Simultaneous Confidence Interval 

-.64, .49 

-.54, .47 

-1.47, -.12 

-.21, .85 

Not Significant 

Not Significant 

Significant 

Not Significant 

Three Planned Complex 

Marascuilo Procedure 
Simultaneous Confidence Interval 

.79, .03 Not Significant 

-1.32, -.16 Significant 

Z1 +Z+Z3 
Z5 -.03, .75 Not Significant 
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Method II 

Simultaneous Confidence Interval 

-.521, .373 Not Significant 

-.439, .367 Not Significant 

-1.328, -.264 Significant 

-.099, .741 Not Significant 

Contrasts 

Method III 
Simultaneous Confidence Interval 

-.70, -.06 

-1.19, -.29 

.06, .66 

Significant 

Significant 

Significant 



Table 2 

The Procedure Providing the Narrowest Confidence 
Intorvals for Various Combinations of C and J 

Number of Planned Number of Groupa (J) 

Contraste (C) 3 4 5 6 7 8 9 10 

2 III III III III 

3 III III III III 
4 III III III III 

5 M III III 

6 M III III 

7 M III III 

8 III III 

9 M III III 

10 M M III III III 

15 M III 

20 M M III 
25 M M 
30 H M M III III 

35 M M 
40 M M M 

45 M M M 

50 M M III 

100 M M M 

250 M M M M 

Discussion 

The optimum choice among Methods I, II, III 

and Marascuilo's procedure depends upon whether 
or not the contrasts have been planned in advance 
of data collection and the number and type (sim- 
ple or complex) of interest. If all pairwise com- 
parisons are of interest, as is usually the case, 
Method I appears to be the most appropriate. 
Many researchers will feel uneasy about using 
this procedure because it is analygous to per- 
forming an overall F test on several means and 
then, if F is significant, computing LSD tests 

on all pairwise differences between means. 

Several writers (e.g., Smawley, 1969) have 
warned against the use of this procedure but 
Carmer and Swanson (1973) have recently provided 
very convincing Monte Carlo data to support the 
use of this approach. If Method I is carried out 
using o(= .05 at both stages, the experimentwise 
error rate should be approximately .05 if Carmer 
and Swanson's results hold. The experimentwise 
error rate may differ slightly from in the 
small sample case because Fisher's Z transforma- 
tion is not exactly normally distributed in this 
situation. Another reason for expecting a slight 
departure is that it is possible to obtain no 
significant pairwise contrasts at stage 2 even 

though the stage 1 test is significant. Hence, 
if we define the experimentwise error rate as the 
ratio 

Number of experiments in which 
one or more pairwise contrasts total 
are falsely declared signifi- number of 
cant using Method I experiments, 

the actual rate should be just slightly 
less than 

Method II is more powerful for tests on J -1 
simple contrasts than the Marascuilo procedure, 
but, it is not more powerful than Method I. The 
major advantage of Method II over Method I would 
seem to be the availability of simultaneous con- 
fidence intervals for the J -1 contrasts. The 
error rate associated with Method II is experi- 
mentwise. 

The experimentwise error rate is given a 
different definition under Method II than under 
Method I. The Method II experimentwise error 
rate is defined as the ratio 
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number of experiments in which 
one or more of the control 
versus "other" group contrasts 
are falsely declared signifi- 
cant using Method II. 

total 
number of 

experiments. 

Method III will generally be preferred to 
Marascuilo's procedure when the researcher plans 
the contrasts. If the number of planned com- 
parisons is too large, however, the Marascuilo 
procedure is superior in terms of the narrow- 
ness of the simultaneous confidence intervals. 
Table 2 can be used to make a choice between 
Method III and Marascuilo's procedure. 

It can be seen that Marascuilo procedure 
is superior only when the number of groups is 
small and the number of planned comparisons is 
large. The situation in which the Marascuilo 
procedure is the only appropriate one is when 
no contrasts are planned and the investigator 

decides to test all contrasts that appear to 
be interesting. 
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A LIFE TABLE FOR OF RURAL NIGERIA, 1965' 

I. IRO, OF LAGOS 

1. Introduction, 

A working life table shows, among other 
things, the joint effects of age - specific 

mortality rates and age -specific participa- 

tion rates on the length of working life. 
The various oauaes of withdrawals from 

participation in gainful employment can be 
assessed by a careful examination of the 
internal structure of a working life table. 

Most extant working life tables relate to 

European, North American and Japanese work- 
ing populations ( 1958; Garfinkle, 

1963; Great Britain, 1959; Wolfbein, 1949). 

Characteristics of the working population 
in the developing countries have been 

investigated in India (Gnanasekaran, 1960), 
Malaya (Saw Swee Rook, 1965) and Ghana 
(Epedekpo, 1969). Tables of working life 
have been constructed for these countries. 
Urban and rural labour force were combined 
to construct an overall working life table. 

The major difference between these tables 
referred to here and the Nigerian working 
life table is that the latter is constructed 
from data on rural employment patterns. One 
reason for this procedure is the lack of 
data on age - specific mortality rates in the 
urban areas; estimates of mortality rates 
from model life tables or from other similar 
countries would be so unreliable and 
subjective that they would introduce substan- 
tial bias to the analysis. The other factor 
is the predominance of the rural sector in 
the Nigerian economy. According to the 
1963 census, 84.2% of the population of 
Nigeria were classified as rural dwellers; 
80.2$ of all Toyed persons aged 15 and 
above and 76.7% of employed males were also 
classified in the rural sector. The rural 

sector of the economy becomes a crucial 
subject for investigation. 

II. Sources and Limitations of Data 

The mortality data used in the construc- 
tion of the tables oome from a nation -wide 
survey conducted from April 1965 to 1966. 
This provided life table survivors, lx at 

exact ages. Data on the age distribution of 
the labour force come from the population 
census conducted in November, 1963. The 
Labour Force was defined to include employed 
persons aged. 6 and above, who were at work 
or had jobs, whether they were full -time 

part-time workers. "Work" was defined 
'economic activity' which contributed to 
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the production of economic goods and services. 
Unemployed persons consisted of all persons 
aged 6 and over who, during the week prece- 
ding the census enumeration period, were not 
working but were actively seeking for work. 

A major difficulty in defining economic 
activity in a developing country lies in 
the determination of what constitutes full - 
time employment in the rural sector. There 

is usually full -employment in agriculture 

whioh lasts for approximately three - fourths 
of the year: at the time of clearing the 
farm land, planting crops and harvesting 
season; the other one - fourth of the year 

be devoted to hunting, fishing, crafting 
and moving livestock from the savanah 
regions to the forest belts. If data on 
seasonal distribution of hours worked in 
any given year were available, it would be 
possible to construct different working life 
tables based on those who worked continuous - 

throughout the year and those who worked 
for abort periods of time. Any method of 
adjustment for seasonal unemployment and 
under- employment would result in dubious 
estimates of rates of employment. Suffice 
it to say that rural employment is inter- 
spored with considerable under -employment. 
(Jaffee and Berdeoia, 1964.). 

The second problem encountered was in 
the census of employed persons, 
which was made in respect of all persona 
aged 15 and above. Such a tabulation is 
somewhat artificial and unrelated to the 
rural pattern of employment which starts at 
a auch younger Age. 

The third problem related to the dating 
of the events which did not refer to the 
same calendar year (census year, 1963; 
mortality data, 1965). It is, however, not 
considered a very crucial defect that could 
bias the results. The proportional decrease 
of the Nigerian rural labour force between 

1953 and 1963 was of the order of 
annually due to structural shift from the 
rural to the modern sector but this loss of 
rural manpower was offset by a high birth 
rate estimated at about 50 per 1000 popula- 
tion. 

Finally, the rural labour force is a 
residual after discounting for migration; 
the effect of rural to urban migration is 
to further reduce the available rural 
manpower. 



III. Occupational Distribution of the 

Rural Labour Foroe 

The occupational distribution of the 

male rural labour force for 1963 is shown 
below in Table I. 

Table I: Occupational Distribution 

of Yale Rural Labour Force 

Ocoupa- 
tional 
Code 

Number 
Occupational Group in 

Labour 
Per- 
OM- 

tags 

0 Professional, Tech - 
and related 

workers 

Administrative, 
eoutive and Mana- 

gerial Workers 

259,786 2.31 

17,361 0.16 

2 Clerical Workers 60,188 0.54. 

3 

5 Miners, Quarrymen, 
etc. 10,770 0.10 

6 Transport and 
Communication Wor- 
kers 108,689 0.96 

Sales Workers 
ding Petty Traders 699,644 6.22 

Farmers, Fishermen, 
Hunters and Loggers 8,458,312 75.27 

7-8 Craftsmen, Production 

Process Workers 945,769 

9 Service, Sports, 
Recreation Workers 464,122 

Unspecified Workers 31,061 

Unemployed Persons 181,738 

8.41 

4.13 

0.28 

1.62 

Total Labour Foroe 11,237,440 100.00 

More than 75% of the labour force 
were engaged in agriculture and related 
occupations and 7.8 million persona out of 
9.4 million employed persons in agriculture 

classified as crop farmers. Handicraft 
(8.4$) was particularly important. The main 
categories of handicrafts were tailors, 
weavers and vehicle mechanics. The rural 
professional group consisted of school teachers, 
herbalists and musicians. 
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Adjustment of Census Labour Force Data 

Table 2 below shows the total male 

population aged 15 and over and the number 

in the rural labour force. 

Table 2L Rural Population and Rural 
Labour Force of Nigeria 

Age 
Groups 

Male 
Population 

In labour Proportion 
in Labour 

Force 
Per 100 

15-19 2,020,050 1,165,242 57.1 

20-24. 2,4.33,025 2,099,809 86.3 

25-34 3,721,549 3,580,465 96.2 

3544 2,163,010 2,123,393 98.2 

45-54 1,142,770 1,120,755 98.1 

55-64 623,186 605,139 97.1 

65-74 299,755 284,472 94.9 

75+ 298,078 258,165 86.6 

Total 12,701,423 11,237,440 88.5 

The proportion in the labour force rises 
from a minimum in the age -group 15-19 when 
the young are in full -time attendance at 
educational institutions or learning trades 
and reaches a the age group 3544. 
In order to have a greater insight into the 
age distribution of the population in the 
labour force, data in Table 2 are split into 
quinquennial age groups by the use of Newton's 
formula: 

X+1)% 

where P1 is the population in quinquennial 
age group. The resulting population and 
numbers in the labour force are show* in Table 

3. 

The adjusted data in the table seen 
defective in some respects particularly in the 

. age group 30-34, where the proportion was 
100.00. To adjust this defect, the proportion 
working is derived by a different procedure 
rather than using the maximum value. As the 
population under study is entirely rural and 
agriculture, fishing, hunting and handicrafts 
are the principal occupations, little use 
will be made of the concept of those in 

preparatory to entering the labour force 
such that 5 + 5 This will 
not yield a true value of 



Table 3: Rural Labour Fbroe and the 
Proportions in the Labour 

Age 
Groups 

In Population In Labour 
Force 

Proportions 
in Labour 
Faroe 

Per 100 

15-19 2,020,050 1,165,242 57.70 

20-24 2,433,025 2,099,809 86.30 

25.29 2,003,904 1,861,586 92,90 

30-34 1,717,645 1,718,879 100.00 

31x39 1,242,678 1,215,428 97.80 

4044 920,332 907,965 98.70 

45-49 667,624. 655,268 98.10 

50-54 475,14.6 465,487 97.80 

55-59 364,282 354,837 97.40 

258,904 250,302 96.70 

65+ 597,833 542,637 90.80 

Total 12,701,423 11,237,440 

Two alternative procedures were considered: 
one to assign the mean proportion 

the labour force (92.2%) to all the age groups 
as the most likely 

5 
the second alternative 

was to take the mean the values 

the age group 30-34 to the age group 50-54 
as the most probable The latter method 

was preferred beoause there is teohnioally 
no unemployment in the rural labour force. 

The adjusted proportions working 5 are 
tabulated in Table 4 below and shown graphi- 

in Graph I. These tats compare very 
favourably with those of urban and rural 
Ghana for about the same period. 

T. Table of Working Life 

The various components of the working 
life table are displayed in Table 5. The 
procedure used in its construction is briefly 
explained in footnotes. The difference 
between the average expectation of life and 
the average expectation of working life 
increases with age. (See II.) 

Reference 

.. Ghana urban and rural 

Unadjusted rural 

.. . . Adjusted proportions working 
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Table 4: Proportions Working 

Groups 
age x to 
x + n 
Unadjusted 

5z 

Proportion 
Working at 
age x to 
age z + 5; 
5x 

(Urban and 
Rural Propor- 
tions Working 

5 X 

15-19 57.70 98.0 95.00 

20-24 86.30 98.0 95.00 

25-29 92.91 98.0 95.00 

30-34 100.00 98.0 95.00 

35-39 97.80 98.0 95.00 

40-44 98.70 98.0 95.00 

45-49 98.10 98.0 94.80 

50.54 98.10 98.0 94.21 

55-59 97.40 92.0 93.05 

60-64 96.70 92.0 90.05 

65+ 90.80 92.0 77.88 
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Table 5: Working Life Table for Males 

Age Groups 
Survivors at 
exact age z 

Years Lived 
in interval 

L 5x 

Proportion 
Working 

5Wx 

Working 
at exact age x 

in the 
Labour 

val 
5 x 

Total Years 
in interval 

TW 

Average Years 
of Working 

Life 

i 

Average 
Years of 
life 

e 
x 

15-19 629 3,095 0.98 616 3,032 
20-2 609 2,995 0.98 597 2,935 36.7 39.2 
25-29 588 2,895 0.98 577 2,838 18,959 32.8 35.5 
30-34 569 2,785 0.98 558 2,730 16,121 28.9 31.6 
35-39 545 2,660 0.98 534 2,608 13,391 25.1 27.8 

519 2,497 0.98 2,448 10,783 21.2 

45-49 480 2,265 0.98 470 2,218 8,335 17.1 20.8 

50-54 426 2,000 0.98 417 1,903 "6;117 14.7 18.1 

55-59 374 1,732 0.92 344 1,593 4,214. 12.3 15.3 

60-64 319 1,425 0.92 293 1,310 2,621 8.9 12.5 
65+ 251 - 0.92 231 1,311 1,311 5.7 10.0 

1. Colin 2: Survivors at exact age taken from 1966 National Abridged life table for males. 
2. Column 3: Computed from Column 2 by formula: 

5 x + 1 
2 x x +5' 

3. Column Taken Column 2 of Table 4. 
4. Column 5: Column 2 x Column 4. 
5. Column 6: in Column 3 or Coluan 3 z Column 
6. Column 7: L 

15-19 
7. Column 8: 

8. Column 9: Taken 1966 Abridged life tables for males. 
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VI. Losses from the Working Life 

The major oause of loss (see Table 6) 
during working life is mortality in ages 15 
to 65 which accounted for 79.4% of all losses. 
Old age, infirmity, permanent disability 
and retirement for 20.6% of all 
losses. 

In the rural labour force there is no 
olear dividing line between working and 
retirement. Permanent disability and old age 
are more meaningful in considering withdrawal 
from the rural labour force than retirement. 

Of the total rural labour foroe 
estimated at over 11,237,440 in 1965, the 
total loss rate was 16.1 per 1000. Loases 
due to retirement were 2.6 per 1000. These 
compare with Ghana 2.6 per 1000 and Britain 
(1955) 9.7 per 1000. 

Very little signifioanoe should be 
attached to retirement as a measurable 
concept in the rural economy. There is no 
system of retirement benefit or old age 
pension scheme. The extended family net- 
works meet the sooial and financial 
obligations of the old. The tendency is for 
these who are physically strong to continue 
to participate in some sort of economic 
activity rather than contemplate oomplete 
withdrawal from the labour force. 

Table 6: Loases from the Working Life 

Age Total Losses 
Groups Losses due 

due to to 
all deaths 
onuses w 

5s 

Losses 
due to 
deaths 
per 

1 

Losses Loases 
due to due to 
other other 
Causes causes 

1000 5 

I 

15-49 

20-24. 

19 

20 

19 

19 

6.3 

6.5 

- 

1 

25-29 19 19 6.7 

ó 23 8.1 

3539 25 25 9.6 

39 38 15.5 1 

4549 53 53 23.9 

50.56 73 38 35 18.6. 

559 51 31 19.5 20 12.6 

62 42 32.1 20 15.3 

65+ 

Total 385 307 - 78 
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Column 1: 1+5; 5i + dz 

Column 2: 
w 

Column 6: 5r= 5dz 
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Introduction 

LOCAL AREA ESTIMATES OF UNEMPLOYMENT LEVELS AND RATES -- CONCEPTUAL ISSUES * 

Hyman B. Kaitz, CSR Associates 

Unemployment Concepts 

Interest in and use of estimates of un- 
employment levels and rates for individual areas 
of the United States has existed since World War 
II at least. Area classification of major labor 
market areas based on such estimates began after 
the 1948 -49 recession. With the passage of the 
Area Redevelopment Act in 1960, major labor 
market areas, cities and rural areas were deemed 
eligible for Federal grants and loans on the 
basis of these same unemployment figures. 

Subsequent legislation on area assistance 
eligibility extended the coverage of the program 
to smaller and smaller areas, down finally to 
individual Census tracts. The coverage of small 
areas under the Public Employment Program in 1971 

extended to cities, counties of 75,000 popu- 
lation, balance of States, and separately to 
cities and counties of 7,500 or more population, 
with unemployment rates of 6 percent or more for 
three consecutive months. 

More recently and importantly, the Compre- 
hensive Employment Training Act of 1973 ( CETA ) 

uses a system of weighted elements under Title I 
for allocation of funds to areas; 371 percent of 
this weight is based on the relative number of 
unemployed in the State as compared with the 
total number in all States. Prime sponsors 
under CETA may be entire States, or as small as 

any unit of general local government without 
regard to population criteria, but which meets 
certain other conditions. Eighty percent of 
Title II funds are allocated among eligible areas 
in accordance with the number of unemployed in an 
area of substantial unemployment relative to the 
number of unemployed in all such areas. An area 
of substantial unemployment is defined as one 
with an unemployment rate equal to or in excess 
of 6.5 percent for three consecutive months. 

There can be no question, then, that area 
estimates of unemployment levels and rates have 
played an important role in financial assistance 
to communities, and that the importance of these 
estimates has increased with the enactment of 
CETA in 1973. Much discussion has surfaced late- 

ly (third quarter of 1974) about the possibility 
of reinstating the Public Employment Program in 

the near future if unemployment rates should 
continue to rise. In such a case, local area 
measures of unemployment would undoubtedly be 
considered again for the allocation of funds and 
jobs. 

How good are these estimates of unemployment 
levels and rates? How appropriate are the con- 
cepts on which these estimates are based? These 
questions are taken up in the full report. In 

this paper, which constitutes the first part of 
the report, only the unemployment concepts are 
discussed. 
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Unemployment rates have generally been used 
as indexes of economic health. For the U.S. as a 

whole there are also many other indexes available 
such as real GNP growth or changes in the in- 

dustrial production index. It has long been 

apparent that the relationship among these 
various indexes has been complex and puzzling, 
and that they have not always supported each 
other, both in intensity and in timing. Most 
recently, for example, we have had declines in 
real GNP in both the first and second quarters of 
1974, but the unemployment rate appears to have 
been affected by these declines only marginally 
at best, a pattern which has been judged in- 

consistent with earlier experience and one which 
has confounded all forecasters 1/. The aggre- 
gation in these measures at the -U.S. level pre- 

sumably nets out large amounts of statistical 

error, and other sources of more or less random 
variation, so that they each exhibit acceptable 
patterns of regularity. These advantages do not 
quite obtain for individual geographic areas, so 
that it would not be surprising if a number of 
separate indexes of economic conditions for a 
single area tended to be in less agreement on 

some occasions as to what was actually happening 
than we would find to be true for the U.S. as a 

qhole. This is not necessarily a matter for con- 
cern, however, since single indexes cannot fully 
reveal the complexity of economic activity. The 
use of unemployment levels and rates as indexes 

must therefore represent a compromise with our 
needs. 2/. More narrowly, are the best measures 
of labor force slack to be found in unemployment 
rates and levels? The conventional unemployment 
concept will be examined below to some extent. 
We note that the CETA criteria accept the concept 
that persistence of high unemployment rates in an 
area equal to or exceeding 6.5 percent for at 
least three months is more significant than short 
term fluctuations above this level 3/. However 

there is a basic weakness in the use of triggers 
of this kind which set up an artificial dichotomy: 
that areas with unemployment rates at or above 
6.5 percent differ in kind from those with an un- 
employment rate of 6.4 percent, or of 6.5 percent 
in only two months. This device appears in a 
variety of legislation and deserves detailed study 
before it is incorporated in future legislation. 

Title I under CETA, which does not include a 

trigger (or selection) provision relies on more 

than just the unemployment levels of the areas, 
by including a weight for the number of adults in 

families below the low income level in the State 
relative to the total number of such adults in 

all States; this is a longer term, structural 
measure of poor economic health than the un- 

employment rate. A final weight under Title I 

is based on the allocation of funds in the pre- 

ceding year, a device which maintains some 

continuity with the past but which diminishes the 
importance of current indicators (the unemploy- 

ment rate). 



For some years now the unemployment rate 
itself has been under attack from various sources 
as an inadequate or incomplete measure of eco- 
nomic deprivation, or of the extent of the labor 

surplus. 

The official definition of unemployment in 

the national household survey covers those mem- 
bets of the civilian noninstitutional population 
16 years of age and over, who: 

1) had done no work for pay in the survey 
week, and 
2) had been available for work, and 
3) had made some explicit effort to look 
for work in the preceding month. 

(There are some relatively minor additions and 
modifications to this concept which are not des- 
cribed here.) 

The Gordon Committee reviewing the employ- 
ment and unemployment data in 1962 was troubled 
by the fact that respondents to the household 
questionnaire of that time were counted among 
the unemployed if they volunteered the informa- 
tion that they had not looked for work because 
they didn't think they could find a job. Others 
who may have felt this way, but who didn't speak 
up were classified as being out of the labor 
force. Both of these groups were the so- called 
"discouraged" workers. 

In response to the Gordon Committee recom- 
mendations, the 1967 revision of the household 
questionnaire added some supplementary questions 
to be asked of one - fourth of the full household 
sample of people who had not been working but 
who had not looked for work in the preceding 
four weeks. The data collected for these groups 
reveal that in the first quarter of 1974, for 
example, when there were 4.7 million unemployed 
people on the average, there were also about 0.7 
million discouraged workers. For manpower pro- 
gram purposes, this added group should not be 
ignored. On the other hand, we know little about 
this group at the present time other than their 
demographic characteristics. We do not know how 
long they have been without work, and whether 
they have looked for work prior to the four weeks 
preceding the survey week when they indicated 
they had not looked for work. For some people, 
the desire or need for work may be sufficiently 
week so as to explain why they didn't look for 

work, if in their judgment jobs may have been 
available but hard to find, or of low quality and 
not worth seeking. Technically, they would be 
"discouraged" workers but our inferences about them 

would probably be wrong. A different group of 
discouraged workers live in large low income areas 

and realistically do not look for work for the 
same reason that they do not anticipate visits 
from foreign ambassadors. There are people in 
these low income areas who neither looked for 
work, or said they would have looked if they 

thought work was available, but who would take a 
job if community conditions were more favorable. 
We can only guess at the size of this latter 
group( which is probably not small) and it may be 
possible, under certain assumptions, to make 
estimates of its size. The net effect of excluding 
the discouraged workers, and the others who would 
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not even be counted as discouraged under present 
definitions is to make inner cities appear to have 

less of a labor surplus than the actual conditions 
in these cities would suggest. 4/ 

An indirect econometric method for estima- 
ting the size of the labor surplus is one which 
relates the labor force participation rate to 
the employment rate( employment as a percent of 
population): 

L/P a + b E/P . 

This equation has received much attention 
when applied to time series . In that applica- 
tion it usually included other variables, such as 
time, and lagged values of at least one of the 

two variables already present. The applicability 
of this formulation to the present paper arises 
from the following reasoning. When economic 
conditions worsen, and unemployment levels rise, 
the labor force tends to shrink ( in the above 
equation, b>1 ). This has been interpreted as 
the net dominance of the "discouraged" worker 
effect over the "additional" worker effect ( a 

family member who starts to look for work because 
the family breadwinner has been laid off 5/ ). 

The equation above , after calculation of 

the coefficients, a and b, may be recast in the 
form: 

L/P = a /(1 - b + ub) 

In this form, the labor force participation 
rate is made an explicit function of the unemploy- 
ment rate ( u = U /L, where U L - E). For sim- 
plicity of exposition consider that this model 
has been developed for the entire labor force, 
although in practice separate equations are usual- 
ly calculated by age, sex and color. The empiri- 
cally determined values of a and b are such 
that L/P rises as u falls. For "full employ- 
ment" ( u 0.04), L/P = (L /P) a /(1- 0.96 b). 
When unemployment is higher than four percent, 
the observed value of L/P should be lower than 
(L /P) . The difference, (L /P)F - L/P has been 
calledd "hidden" or "disguised" unemployment- - 
those who have withdrawn from the labor force 
because of the decline in job opportunities. 
If this group is added to the unemployed ( when 
u>0.04 ) we will get a new and higher unemployment 
rate. 

The same approach, with some modifications, 
can be applied to cross -section data such as geo- 
graphic areas. In this way, unemployment rates 
over four percent ( or any other selected "norm") 
will be increased, while those below four percent 
will be reduced (whatever implications that may 
have:). The replacement of the original unemploy- 
ment rates by these corrected measures may result 
in some reranking of the areas, since the equation 
does not have all the observations on the line, 
and an increase in the dispersion of unemployment 
rates. Inner cities would generally benefit from 
the use of this technique. While this approach 
has some analytic interest, it is not preferable 
at this time to other measures which may be con- 
sidered. It should be noted that the measure of 
"hidden" unemployment developed via this model 



bears little relationship to the counts of "dis- 
couraged" workers which come from the household 
survey responses. For one thing, "hidden" unem- 
ployment vanishes when the observed unemployment 
rate is four percent, but the count of "discouraged" 
workers does not. 

Labor surplus may be indicated not only by 
unemployment but also underemployment. People 

working less than full time but who would prefer 
to work full time are clearly underemployed. The 
shortfall in their hours can be converted to a 
full time equivalent unemployment measure; to 
balance this adjustment, unemployed people looking 
for part time work can have their numbers adjusted 
downward also to a full time equivalent basis. Both 
of these adjustments have been made to the regular 
count of unemployment and employment for some years 
now by the Bureau of Labor Statistics, to obtain 
a measure called "Labor force time lost." For the 
first quarter of 1974, for example, when the 
regular unemployment rate averaged 4.7 percent, 
the labor force time lost rate was 5.7 percent. 
It is reasonable to think that these would be 
superior indexes of labor surplus for geographic 
areas to those in use at present. The data 
requirements would be formidable, however. 

Some manpower experts, Sar Levitan and 
Robert Taggart, have suggested in a recent ar- 
ticle in the Monthly Labor Review that the number 
of unemployed should be augmented by the number 
of working poor. These and other measures which 
take income levels into account as well as unem- 
ployment are interesting and deserve a detailed 
examination in their own right. However,such 
an examination will not be attempted here. 

In recent years a number of people have 
expressed dissatisfaction with the traditional 
measures of unemployment and labor force attach- 
ment. The January 31, 1974 policy statement of 
the National Manpower Policy Task Force says that 
current labor market statistics need to be sup- 
plemented or modified in order to improve our 
understanding of the labor market and its beha- 
vior. CETA Section_312(c) says that "the 
Secretary /of Labor _/ shall develop preliminary 
data for an annual statistical measure of labor 
market related economic hardship in the nation. 
Among the factors to be considered in developing 
such a measure are unemployment, labor force 
participation, involuntary part time employment, 
and full time employment at less than poverty 
wages." 

This resurgence of discussion of the com- 
plexities of labor market behavior and the inade- 
quacies of presently available measures bodes 
well for future improvements. There are many 
questions to be asked in this connection, in 

addition to those which have been considered 
above. Some of these are: 

What fraction of the discouraged workers 
want only part time jobs? 

What are the job and wage requirements 
which would attract people from out of the labor 
force ( who might thus be counted as part of a 
labor surplus) ? 

How many people are working at more than 
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poverty wages but are nevertheless in jobs below 
their capacity or potential? 

The following subject has come in for little 

discussion elsewhere, for the most part, and is 

therefore given some attention here. Even if we 
were to restrict our attention to unemployment 
as conventionally measured, we would still have 
to recognize its dimension of differential per- 
sistence for individuals. CETA accepts the no- 
tion of persistence of unemployment for an area, 
but does not recognize the persistence of unem- 
ployment for individuals. Unemployment turbulence 
is a complex phenomenon which receives as yet lit- 
tle attention 6/ . For example, it is estimated 
that in 1968, a boom year, about 30 million spells 
of unemployment were begun by some 20 million 
different people. In that same year, unemploy- 
ment averaged only 2.8 million per week. Every 

week, between 15 and 25 percent of the unemployed 
had just entered, and about the same proportion 
dropped out of the ranks of the unemployed. The 
total count of unemployment in a given week gives 
equal weight to the respondent who says he has 
been unemployed two weeks, and the one who says 
he has been out for three months. An individual 

who has a completed unemployment spell of one 

week is presumably not the target of manpower pro- 
grams ( except on grounds other than just the 
fact that he is unemployed). Many State unemploy- 
ment insurance laws count the first week as a 
"waiting period" week, not subject to compensa- 
tion, presumably on the grounds that one week 
can be tolerated by the worker, and at the same 

time helps to reduce State benefit expenditures. 
It has been suggested that the first several 
weeks of unemployment for a worker might be con- 
sidered as frictional unemployment, and thereby 
excluded from measures of labor surplus either 
at the U.S. level, or across geographic areas. 
This is the same as restricting the measure to 
long term unemployment. Further thought should 
be given to this idea. 

A related idea has been suggested by Geoffrey 
H. Moore: taking the product of the unemployment 
rate and the average duration of unemployment in 
the survey week, and calling it an index of 

"unemployment severity." What would this measure 
do for area classification? At present we equate 
two areas with the same unemployment rate, say, 

5.0 percent. Suppose that in one area these peo- 
ple have been unemployed an average of 6 weeks, 
while in the other they have been unemployed for 

12 weeks on the average at the time of the survey. 
It is a reasonable proposition that unemployment 
is more severe in the second area. The Moore in- 

dex of severity would be almost twice as high in 
the second area as in the first( if the labor 

force denominator had also been adjusted to reflect 
this new measure). Whether or not there would be 

general agreement that conditions are twice as bad 
in the second area as in the first, no one would 
deny that unemployment in the second area is more 
severe and also different in some important res- 

pects from that in the first, with possibly dif- 
ferent implications for manpower programs and 
fund allocation. 

Even if we had a national Census every year, 



with reliable statistical measures of unemployment 
levels and rates by area, there would still be 
these conceptual problems to resolve. However, 

we don't have uniformly reliable statistical 
measures -- this is discussed in the larger re- 
port of which this paper is a part. 

One final topic which has come up for dis- 
cussion as a result of the dependence of unem- 
ployment rate calculations on employment obtained 
through establishment surveys, or alternatively 
through household surveys, is the measurement of 
such employment ( a part of the labor force base 

for the unemployment rate) by place of work or 
place of residence of the worker. In this paper, 

we can consider a conceptual aspect of this issue 

apart from the measurement problem. 

Take the:following synthetic example: 

In area A there are 100 people working, 
and 10 unemployed people living. In area B 
there are 100 people working and 5 unemployed 
people living. However 50 of the 100 people 
employed in area B live in A, while all of the 
people working in A also live in A. 

If we take the unemployed where they live 
and the employed where they work (essentially 
the Manpower Administration procedure until 
1974 ), we get these results: 

Labor Force Status 
Area 
A B 

Unemployed 10 5 

Employed 100 100 
Work force 110 105 
Unemployment rate 9.1 % 4.8 

On the other hand, if we take all of these 
people on the basis of their place of residence, 

we get: 

Labor Force Status 
Area 
A B 

Unemployed 10 5 

Employed 150 50 

Labor force 160 55 

Unemployment rate 6.2 9.1 

On a residence basis, the unemployment rates 
of A and B are almost the reverse of those cal- 
culated using employment on a place of work basis. 
The first set of calculations admittedly repre- 
sent an unsatisfactory hybrid of unemployment by 
place of residence and employment by place of 

work with consequently ambiguous and hard to in- 

terpret results, and make for misleading com- 
parisons among areas. The second calculation is 
consistent and readily understood -- all counts 
are on a residence basis. Nevertheless, if area 
unemployment rates are used for a specific pur- 
pose -- to allocate manpower program funds -- 
the residence concept may not be fully satisfac- 
tory either. Area A appears to be a bedroom 
community for a considerable proportion of the 
people working in B. But the residence approach 
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underestimates the net number of jobs in B, and 
consequently the job creation potential. Where 
should the job training take place -- where people 
live, or where they customarily work? Or should 
the training programs be allocated between A and 
B on some other basis, such as the ability of these 
communities to run such programs? It is not un- 
reasonable to put the manpower programs where 
the jobs are, other things being equal. A con- 
sistent conceptual basis for a calculation which 
differs from both of those illustrated above is 
to use the employment on a place of work basis, 
and unemployment on a "place of jobseeking" ba- 
sis. Both sets of data can be collected in a 
household survey by asking employed people where 
they work, and unemployed people where they look 
for work. 

In the above example, suppose we find that 
of the 10 unemployed people who live in A, 8 
look for work usually in A, while 2 look in B. 
Of the 5 unemployed people living in B, 4 look 
in A, while 1 looks in B. On this basis we 
would then have the following: 

Area 
Labor Force Status A B 

Unemployed 12 3 

Employed 100 100 
Labor force 112 103 
Unemployment rate 10.7 2.9 

Does this calculation make more sense? In 

terms of local area politics and competition, it 

may not be particularly attractive. However it 

does have the virtue of excluding 100 percent 
bedroom communities in the allocation of man- 
power funds, which is a reasonable result. The 
calculation on a place of residence basis is 

probably more useful for welfare or poverty pro- 
gram fund allocation. Only the first calculation 
on a mixed basis lacks any good rationale. 

As long as the areas which are considered 
are self- contained labor market areas, there is 

no problem since all three approaches will yield 
essentially the same results. If the area con- 
sidered is adjacent to one or more other areas 
and there is a significant amount of interde- 
pendence among them evidenced by the commuting. 
patterns of both their employed and unemployed 
workers, the issue discussed above arises. It 

may be that in such a case, the use of separate 
area indexes is not the ultimate answer, regard- 
less of how these indexes are constructed, as 

long as they ignore the dynamic interaction among 
the areas. Some further thought and study is 

needed here. 

The intent of this paper is to indicate 
that getting the most accurate measures of unem- 
ployment levels and rates on a local area basis 
may still leave us some distance from a fully 
satisfactory system of estimates for specific 
program purposes. And it may well be that dif- 
ferent kinds of programs will require different 
kinds of estimates, based, perhaps, on different 
concepts. We must keep in mind that what may 
serve us well in terms of national ,general pur- 



pose estimates will not necessarily be good models 

for specific purpose local area estimates. 

FOOTNOTES 

1) According to Michael Evans of Chase Economet- 
rics, the reason the unemployment rate is less 

than 5.5 percent rather than 6 percent or more 

anticipated on the basis of past relationships 

is that the unusually high corporate profits 

coupled with declining real wages have led to 

labor hoarding and lower layoffs. On the other 

hand, George Terborgh, Consultant to the Machinery 

and Allied Products Institute, estimates that 
over $25 billion of 1973 profits of nonfinancial 

corporations were "phantom" due to the under - 

costing of fixed assets and inventory consump- 
tion in a period of rapid inflation. Can it be 

that workers have benefited to the extent that 

corporate managers have suffered from a rather 

complex money illusion? 

2) One may ask whether manpower program fund 
allocation should be tied to any index of labor 
surplus -- the unemployment rate or any alter- 
native measure. I suggest that this cannot be 

a fully settled issue. While people may be 
helped directly by income subsidies, however 
tied to manpower programs, we have no good evi- 
dence that this is the appropriate way to bol- 

ster area economies and to get the maximum 
multiplier effect through investment of Federal 

funds. Policy makers clearly desire to attain 
more than the direct, short -term impact of the 
Federal programs. (For another approach to 
allocation criteria, see D. Hammermesh and H. 
Pitcher, "Economic Considerations for Manpower 
Revenue Sharing," Industrial and Labor Relations 
Review , July, 1974.) 

3) However this rationale is weakened by the use 
of the monthly unemployment rates before seasonal 
adjustment. At the same time this procedure 
makes Title II of CETA more liberal in practice, 

and would tend to make more areas eligible under 
this provision. This may be desirable. 

4) See:.Herman Miller, "Subemployment in Poverty 
Areas of Large U.S. Cities," Monthly Labor 
Review , October, 1973. 
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5) In view of the studies which have been made 
of labor force flows ( 50 percent turnover in 
unemployment per month -- see Kaitz, Perry, 
Smith ) these earlier concepts now appear some- 
what simplistic. 

6) Note the earlier discussion of this pheno- 
menon. 

* This paper is part of a larger report pre- 
pared for the Department of Economic and 
Community Development of the State of Maryland. 
Any opinions expressed here are those of the 
author and not necessarily those of the 
Department. 
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SURVEYS COMBINING PROBABILITY AND QUOTA METHODS OF SAMPLING 
Benjamin F. King, University of Washington 

INTRODUCTION 
This paper discusses a Bayesian analy- 

sis of a model in which it is possible to 
have full probability and quota sampling 
within the same set of primary sampling 
units for the same survey. 

The study was inspired by the analysis 
of biased measurement in the textbook of 
Pratt, Raiffa and Schlaifer (1965), but in 
order to better approximate the sampling 
procedures actually employed in survey re- 
search, that simple model has been consid- 
erably elaborated upon,resulting in optimi- 
zation formulas that are more complicated. 

We consider the following specifica- 
tion: 

xuij = + 
uij 

(2.1) 

Xbik i Ebik 

j= 1,2,....,nu 
k = 1,2,....,nb 
i = 1,2,....,p 

= E(Ebik) = 0 

E = E ( 

-E(EUijbik) 
= (2.3) 

Xuij and Xbik are observations from 
unbiased (probability) and biased (quota) 
measurement processes, respectively. 

is a random effect that is held in 
common by all observations, biased or not, 
in the ith PSU. 

Euij is a second -stage disturbance 
term unique to the jth observation in the 
full probability sample within the ith PSU. 

Ebik is correspondingly a second -stage 
random disturbance in quota sampling. 

and are respectively the expec- 
ted values of the xuij and xbik, and 

=41u -obis the bias. 
Define 

(2.2) 

= 

= 
E(Ebik) (2.4) 

= 

the variances of the random components 
on the right hand side of (2.1). It follows 
that 

V (X ) = v + v 
uij c u 

+ vb (2.5) 

and Cov(x , 

uij Xbi ) k 
Summarizing, our model assumes that p 

PSUs are randomly selected and that either 
full probability or quota sampling or both 
methods are applied to the units within 
each PSU. The within -PSU sample sizes nu 
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and nb are constant across PSUs. Further- 

more, it is assumed that both probability 

and quota observations are subject to the 

same random PSU effect; i.e., the bias con- 

ditional on PSU i is equal to the uncondi- 

tional bias, - The latter assumption 

implies that if, for example, a certain PSU 

has mean income that is higher than the 

national average, the same random ef- 
fect is present among the responses in quo- 

ta sampling,although the within PSU average 

incomes for probability and quota sampling 

may differ substantially because of the 

fundamental bias, - 

Finally, we realize that actual survey 

practice involves sampling from finite pop- 

ulations, but for simplicity, we treat the 

selected PSUs as independent. Further, we 

assume that the within PSU observations in 

the samples of sizes nu and are indepen- 

dent conditional on 
PRIOR -TO- POSTERIOR ANALYSIS 

Assume that the prior distribution of 

(uu, is bivariate normal with mean and 

varianc 

V 
uu 

b ub 

where is the prior covariance of and 

Define 

(3.1) 

n 
u 

x = E /Pn (3.2) 

u i j =1 ui u 

. the arithmetic mean of the unbiased obser- 

vations, and 

- p 
E Xbik 

/Pnb ' 
(3.3) 

i =1 k =1 
the arithmetic mean of the quota sample. 

Then the mean and variance of 

xb)t, conditional on is 

E 

V 
u 

(3.4) 

+ vu/Pnu vc/P 

v/P 



If we assume that the and 

Ebik are normally distributed with p, nu, 

and nb, all > 0, then xb)t is condi- 
tionally bivariate normal. With nonnormal 
random components,the central limit theorem 
can be invoked to treat the sample means as 
approximately normal and approximately suf- 
ficient for 

Define 

and 

H = 

u 
Hu b 

nuvcvb + nbvcvu 

u u 

V' V' 
ub bb 

+ vuvb)-1 

-pnunbvc 

-1 

+vu 

, (3.5) 

, (3.6) 

H" = H' + H. (3.7) 

It follows from the standard Bayesian 
development for the bivariate normal case 
that and have a joint posterior dis- 
tribution that is normal, with mean and 
variance 

= ' u' u H + H 

xb 

] 

V" 
ub H". (3.8) 

Vbl 

The posterior expectation of is of 

particular interest to us, and straight- 
forward algebra yields 

X" = X' + W (x - x') 
u u u _u u 

+ wb(xb , (3.9) 

where 
wu = (nuvcvb +nbvcvu +vuvb) 

[V" 
pnunbvc +vb) V" pnunbvc] 

and (3.10) 

= (nuvcvb+nbvcvu+vuvb) 

[V" pnb(nuvc +vu) - V" pnunbvc] . 

Thus, depending on the posterior co- 
variance structure, the posterior expecta- 
tion of the mean of the unbiased process is 
affected by sample deviations of both the 
probability and quota means from their re- 
spective prior expectations. 

In subsequent developments we shall 
require the posterior variance of 

Vuu = (Huu 
- Hub -1. 

(3.11) 

It will be more convenient to work 
with the posterior precision, which, sub- 
stituting from (3.5) and (3.6), can be 
written in the form 

vüu1 = u /v, (3.12) 

where 

u = (Huu 
Hbb - H'2)(nuvcvb +nbvcvu +vuvb) 

+ p 
2 

+ (3.13) 
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+ Hbbpnu(vb+nbvc) + 2 

and 
+vuvb) (3.14) 

+ pnnbc 

It can be shown that if nb is zero, 
implying a design that is totally devoted 
to unbiased sample selection, expressions 
(3.9) through (3.14) collapse to the usual 
univariate normal result. 

OPTIMUM ALLOCATION OF A FIXED BUDGET 
Consider a survey in which the princi- 

pal task is point estimation of but for 

which the economic resources available are 

a fixed dollar amount k *. (This is not an 

uncommon situation in actual practice.) 
Defining 

the cost of "setting up" a staff 

for this survey in a single PSU, 

ku the per unit cost of a within -PSU 
probability observation, 

and kb the per unit cost of a quota ob- 
servation, (4.1) 

we write 
k* kcp + + kbpnb. (4.2) 

It is assumed that elements of fixed cost 
for planning, overall supervision, etc., 

have been subtracted out of k *. 
With a quadratic loss function of the 

error in estimating-)1u, the optimum Baye- 
sian estimator is the posterior mean. 
The posterior expected loss is proportional 
to the posterior variance of We shall 

consider the case where vc, and are 

known, and will be used to estimate 

Given the fixed amount k *, we wish to allo- 

cate it between probability and quota sam- 

ple observations in such a way as to maxi- 
mize the preposterior variance of the 

controllable factor in the expected net 
gain from sampling (ENGS). Since 

V(x") = Vuu - Vuu , 

(4.3) 

we must choose p, the number of PSUs, nu 

and nb in order to minimize given in 

(3.11) above, within the fixed budget k *. 

Using (4.2) to express nb in terms of 
p and nu, we substitute in (3.13) and 

(3.14) and rearrange to get 

u = pvu(IH'Ivbk. - IH'Ivckc + H' k *) 

and 

- p2Huuvukc + 

+ nu[PIH. vuku) 

+ pvck*(Húu+Hbb+2Hüb) 

+ p2(Hbbvbkb Huuvuku+k*) 

- p2v k (H' 
uu b 

p3k ] 

nu 
2 kuvc(H+Hbb+2Húb) 

+ p3ku] 

(4.4) 

= pvu[Hbb(vbkb-vckc) + k*] 

- p2vukc + 

+ nu [pvc (Hbb [vbkb-vuku] 
+ k*) 



- p2(vckc +vuku)] - n2p2vcku. (4.5) 

The desired approach is to maximize 
the posterior precision (3.12) by differen- 
tiating with respect to p and nu, and set- 

ting the partial derivatives equal to zero. 
The resulting equations are very complica- 
ted, however, and a simultaneous solution 
for nu and p will require numerical methods 
of analysis. In the following, we shall 
concentrate on the optimal choice of nu for 
a fixed value of p, the number of PSUs, and 
then explore through examples, the effect 
of changes in p. We shall be especially 
interested in a p of about 100 because in 
typical surveys, as alluded to above, this 
may be a practical maximum that an organ- 
ization can support in ongoing sampling op- 
erations. From the other side, there may 
be nonstatistical pressure to have at least 
that number of PSUs in order to satisfy de- 
mands for information from regional inter- 
est groups. In certain other survey situa- 
tions, there may be reasons for keeping p 
small. For example, in the evaluation of a 
government poverty program with serious po- 
litical implications, it may be desirable 
to keep the study down to 5 or 10 metropo- 
litan areas for reasons outside of the sta- 
tistician's control. 

Differentiating (3.12) with respect to 
nu, and using (4.4) and (4.5) to define u 
and v, we set 

vdu - udv = 0 (4.6) 

The result is a quadratic equation in 

nu, 

an 
2 

+ bn +c= 
+ u 

(4.7) 

where 

a = p4 + 2p3vc(Hbb + Hbb) 

+ (4.8) 

and 

b = 2p4gc + 2p3[2vcgc(Hbb+Hu10) 

- - 
q*] 

+ 2p2vc[(vcgc-vbgb)(Hbb+Hub)2 

- 2q* ] 

- 2pvcq*(Hbb+Hbb)2, 

= p4gc + 

- - q*] 

p2[vbgb(2q*Hbb - 
2 

) 

+ q*2 - 4vcgeq*(Hbb+Hub) 

+ 

of an unbiased observation: 

qb 

qc kc /u 
and q* = k */ku. 

In analyzing the effect of prior para- 

meters on the optimal allocation between 

full probability and quota sampling for a 

fixed value of p, there is no loss in gen- 

erality from assuming that q 0. Thus, 

(4.9) and(4.10) are simplifies to 

b = +q *) 

- 
+Hub) + q *] 

- 2pvcq *(Hbb 
(4.12) 

(4.11) 

and 

c 

+ 2pvcq *(Hbb +vbgb 
bb) 

+ v2q 
*2(Hbb 

+H' )2. (4.13) 

Using (4.8), (4.12) and (4.13), it can 

be shown through considerable algebraic 

manipulation that b2 - 4ac is a perfect 

square, x2, such that 

x = 2p(vb +Hub) 

(vbgbHbb+vu 
Hub 

+g*) 

+ (4.14) 

Thus the two roots of (4.7), when qc = 0, 
are given by 

nu ( -b + x) /2a, or (4.15) 

nu 
+q* ) 

+ bbu +H ) {vg[(1+ bb 

+ (1 + v v q )13' ] (4.16) 
u b b 

+ (2 + *} 

+ *(1+ +H' ) 

2 
]/a* 

where 

a* p3 + 2p2vc(Hbb +H ) (4.17) 

(4.9) + 

We shall call a solution to (4.15) 

"feasible" if it falls in the range 
[0, q * /p], where q */p is the maximum al- 
lowed by the budget constraint. When one 
root is in the feasible range the other is 
either negative or exceeds q * /p, and the 
precision is maximized when n equals the 
feasible nu. If both roots are greater 
than q * /p, the optimal sample allocation is 
nu q * /p. If one root is negative and the 
other greater than q * /p, the best alloca- 
tion is nu 0. The number of observations 
to be selected by quota methods in each PSU 
is from (4.2) and (4.11) 

(4.10) 

+ 2pvcg* [(Hbb+H) (q*+vbgbHbb) 

- + vcq*2(Hbb+H:lb)2. 

In (4.8), (4.9) and (4.10) the costs are 

expressed relative to ku, the per unit cost 
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(q* (4.18) 



SENSITIVITY ANALYSIS 
The complexity of expressions (4.16) 

and (4.17) makes any formal analysis of the 
effects of prior parameters on nu a near 
impossible task. We shall, however, exam- 
ine some interesting special cases,and con- 
sider a few examples: 
a. The case of p = 1, v,, = O. 

This is the model of Pratt, Raiffa and 
Schleifer. 
From (4.16) and (4.17) we have 

- - nu = q 
* 
+ vuvb H, ub). 

(6.1) 
We must consider the following poss- 
ible situations 
(1) 

Hbb 
> q in which 

case both roots o (4.7) are 
greater than q *, the total bud- 
get. The optimal allocation is 
to put all resources into full 
probability sampling, nu = q 

O. 

(2) 
1q- 

- HL)> q *, 

in which case one root of (4.7) 

is greater than q* and the other 
is negative. The optimal alloca- 
tion is to use the total budget 
for quota sampling; 

= q * /qb, nu = O. 

(3) 0 < I - Hbb) * 
The optimal allocation is 

nu = q* - 

and 

v (v v -q I - H' 
b u b b bb (6.2) 

b. The case of and independent a 
kriori. 

and uncorrelated implies that 
V' = Vúu. Then from substitution of 
(Hbb in (4.16) , 

nu 
b 

+ q /p 

(6.3) 

Note that the PSU component of the 
process variance, vc, has no effect on 
the sample allocation. (It does, how- 
ever, have a marked effect on the pos- 
terior variance.) It is clear that 

nu /p (6.4) 

is the only feasible root within the budget 
constraint, and that nu < q */p requires 

> 1. (6.5) 

It is instructive to assume that vu 
and write (6.4) as 

nu = (q * /p) V')p. 
(6.6) 

We see that nu is only slightly de- 
creased through by a reduction in the 
relative cost of quota sampling, whereas a 
large or high prior correlation between 
5u and can have more direct impact. 
With the assumption vu = vb, we can express 
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vb and Vbb in terms of 

vb = 

Vbb = c 
2 
V' . (6.7) 

It follows from the case specification, 

V' 
Vu , that 

c2 (6.8) 

and from (6.6) 

nu (q*/P)+Pabc1gb(gb-1)/(1-pub)P. 

(6.9) 

Hence the optimal allocation is invar- 
iant given q *, p, the ratio of vb = vu 
to Vúu, and the prior correlation, be- 

tween and 
We also see that the optimal nu, rela- 

tive to its maximum possible value, is 

1 + 1) /(1- (6.10) 

which does not depend on p. 
In order to examine this case further, 

in Table 2 we display the values of n that 
are optimal for various combinations cl 
and given 

p = 100, qb = .1, q* 1600, 

= Vúb = 
1. (6.11) 

pc = /(vc + vb) = O. 

The magnitudes of V' and p do not 
affect the allocation given by (b.9) but 
they are necessary in order to evaluate the 
posterior variance. For the problem of es- 
timating the proportion of a dichotomous 
population possessing one of the attributes 
V' = 1 could well represent an approximate 
"vague" or diffuse prior for known to 
lie in [0, 1] . 

The q* = 1600 is a typical total sam- 
ple size for a household survey, spread 
over 100 PSUs. 

Table 2 shows that in the example of 

the dichotomous population, where it is un- 

likely that v = v would be much greater 
than .1, one must have a prior 

pub 
beyond 

the range of the table for any quota sam- 

pling to be desirable. 
Table 3 shows the posterior precision 

relative to the optimum if the survey plan- 
ner were to ignore Table 2 and devote all 

of his resources to quota sampling, with 
nb 160 (qb = .1). 

Consider the example of cl = 0.1 and 

pub = 0.95. Vúu 1 implies vb v 
u 

= 0.1 

and Vbb 1.10803. It can be shown in 
(3.11) - (3.14) that with the optimal allo- 
cation, n = 16, the posterior standard de- 
viation is 

V = 0.0079. 
uu 

The relative precision of full quota 
sampling, shown in Table 3 as 0.001 is, 
more exactly, equal to 

0.000641. 



2. VALUES OF nu DETERMINED BY cl AND pub. 

(p=100, q*=1600, vu, pc=0, Vúu 1, i.e. 0. 

Pub 

.100 .300 .500 .700 .800 .900 .950 .990 .995 .999 

.01 16 16 16 16 16 16 16 16 16 16 

.1 16 16 16 16 16 16 16 16 16 16 

.3 16 16 16 16 16 16 16 16 16 16 

5 16 16 16 16 16 16 16 16 16 15 
.7 16 16 16 16 16 16 16 16 16 15 
1 16 16 16 16 16 16 16 16 16 15 

10 16 16 16 16 16 16 16 15 14 5 

25 16 16 16 16 16 16 15 13 11 0 

100 16 16 16 16 16 15 14 5 0 0 

1000 16 16 15 14 12 7 0 0 0 0 

3. PRECISION OF TOTAL QUOTA SAMPLING RELATIVE 
TO OPTIMUM ALLOCATION SHOWN IN TABLE 2 

Pub 

cl .100 .300 .500 .700 .800 .900 .950 .990 .995 .999 

.01 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.001 0.003 

.1 0.000 0.000 0.000 0.000 0.000 0.000 0.001 0.003 0.006 0.031 

.3 0.000 0.000 0.000 0.000 0.001 0.001 0.002 0.009 0.019 0.093 

.5 0.000 0.000 0.000 0.001 0.001 0.002 0.003 0.016 0.031 0.145 

.7 0.000 0.000 0.001 0.001 0.001 0.002 0.004 0.022 0.044 0.195 

1 0.001 0.001 0.001 0.001 0.002 0.003 0.006 0.031 0.062 0.265 

10 0.006 0.007 0.008 0.012 0.017 0.033 0.063 0.265 0.456 0.967 
25 0.016 0.017 0.021 0.030 0.043 0.081 0.148 0.532 0.781 1.000 
100 0.059 0.065 0.078 0.115 0.162 0.271 0.457 0.966 1.000 1.000 

1000 0.388 0.422 0.482 0.625 0.758 0.951 1.000 1.000 1.000 1.000 

Thus, if the optimal allocation is not 
obeyed, and maximum quota sampling blindly 
applied, the posterior standard deviation 
of will be 0.312 in spite of the seem- 
ingly high prior correlation, pub = 0.95. 
Positive intra -PSU correlation, i.e., >0, 

will increase the relative efficiency of 
total quota sampling; but does not reduce 
the posterior standard deviation. For ex- 
ample, with pc .5, for the cl 0.1, 

= 
0.95 combination with optimum nu, 

= 0.0326, 

whereas if full quota sampling were em- 
ployed the efficiency would be 0.0108 with 

= 0.313, 

a negligible change from the case of 0. 

In Tables 2 and 3, consider an example 
where some quota sampling is desirable, as 
with c 10 and 0.999. Table 3 shows 
that for that combination (with p 0) to- 
tal quota sampling has an efficiency of 
0.967. But the main idea in quota sampling 
is to save money, hence we might ask, "What 
if the budget q* were cut in half, making 
possible only 8 full probability or 80 quo- 
ta observations per PSU ?" Comparison of 
variances shows that with total quota samp- 
ling at half the budget, the precision will 
be 0.782 times the optimum at full budget. 
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If, however, the new reduced budget were to 
be totally devoted to full probability sam- 
pling, the efficiency would be only 0.205. 
Since 8000 observations is a very large 

sample, we might consider working with one - 
eighth of the original budget or q* 200, 
yielding 20 quota observations per PSU. In 
that case the efficiency drops to 0.365, 
but the posterior standard deviation of 
is still as small as 0.083. u 
c. and correlated, Pc > 0. 

In the more general situation of 
> 0, (i.e., and pc > 0, 

we must use formulas (4.16) and (4.17) for 
nu, and the simplicity and invariance of 
the previous case are lost. In the full 
report of this work we examine several ex- 
amples that illustrate this case, but re- 
strictions of space do not permit discus- 
sion here. 

CONCLUSION 
The examples in this paper, as well as 

many others examined by the author by means 
of the time -sharing computer, indicate that 
the optimal use of quota sampling, even 
with a small number of PSUs, requires very 
high prior.correlations between and jib 

and large variances of the measurement pro- 
cesses. Relative cost appears to have lit- 
tle impact on the results. It should come 
as no great surprise that in order to jus- 



tify quota sampling, one ought to believe 
the process means to be correlated, but 

just how high a correlation is necessary 
may be of some interest. 

Two final remarks: 

1. First, we have discussed a model 

in which one of the measurement processes 

is unbiased, i.e. can be estimated with- 

out systematic error. In the light of in- 

creasing difficulties in eliciting response 
in household surveys, even under the best 

conditions, one wonders how many survey re- 

searchers would accept the realism of the 

model. 
2. Secondly, our model has not really 

encompassed the case that leads to certain 
uses of quota sampling, especially in the 

surveying of current public opinion. Here 

quota methods are employed because there 

simply is not enough calendar time to get 
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high response through follow -ups. In terms 
of our model, ku is infinite (or at least 
greater than k * /p). Political pollsters 
are able to demonstrate the accuracy of 
their estimates by comparison with actual 
election returns, and their records are im- 
pressive. Can sociologists, urban planners, 
and market researchers who do not face e- 
qually severe timetables be sure of the 
magnitudes and directions of the biases in 
their use of quota sampling? 

Bayesian methods are valuable, not be- 

cause anyone seriously believes that a pri- 
or distribution is easy to assess, nor that 
it is psychologically stationary,but rather 
because these methods help the decision ma- 
ker to better understand the implications 
of actions that he might otherwise choose 
out of habit, convenience, or questionable 
advice. 



A METHOD FOR ESTIMATING NET MIGRATION AND NET 
EMPLOYMENT EFFECTS OF PROJECT LOCATION USING POPULATION CENSUS DATA 

G. K. 

INTRODUCTION 

Kripalani, Western Michigan University 

The location of a project in an area affects 
job opportunities facing different sex and occupa- 
tional groups differently, depending upon the 
nature of industries affected by project location 
and the sex /skill composition of labor demanded 
in the affected industries. Change in job oppor- 
tunities affects net migration to or from the area 
and consequently the population in the area. Such 
changes have an impact on the prospective or po- 
tential unemployment in the area. This impact is, 
however, different from the total change in em- 
ployment due to project location on account of 
leakage of new job opportunities to potential or 
prospective net migrants. Further, net migra- 
tion response to changes in job availability 
varies according to age, sex and type of labor 
involved. Hence, for studying employment and 
population changes as a consequence of the loca- 
tion of a project in an area, labor must be sub- 
divided into reasonably broad homogeneous 
groups by sex, occupation and age. 

The estimation procedure is centered onthe 
assumptions that (a) human resources are less 
than perfectly mobile, (b) there exist net migra- 
tion response differentials by age and sex, (c) 
migration response to changes in jobs is restric- 
ted to labor force members (job seekers) only, 
(d) non -labor -force members of the population do 
not migrate except as spouses and dependent 
children of migrating labor force members, (e) 
desired employment participation is a parameter 
which is unaffected by changes in job opportunities, 
and (f) the probability of a prospective unemployed 
person to become employed as job opportunities 
expand is a function of sex and age. The proce- 
dure analyzes actual employment data for two 
adjacent census points to study area's labor 
market's past allocation patterns of new job 
vacancies to determine relative preferences for 
various age and sex groups. These relative pref- 
erences and estimates of job seekers by age and 
sex provide a basis for deriving relative proba- 
bility coefficients. Estimates of net migration 
response differentials are then used to estimate 
the 'leakage' of jobs to prospective net migrants 
and, hence, to determine net employment, net 
migration and net population effects of project 
location or withdrawal. 

It is hypothesized that net migration of a 
group is related to the excess population of the 
group, where excess population is defined as the 
difference between the actual population and the 
desired population relative to the actual level of 
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employment available to the group. The desired 
population is defined as that population which, 
relative to the actual jobs available to the group, 
would have the desired employment participation. 
Net migration response coefficient of the group is 
equal to the proportion of the excess population 
that will net migrate. The concept of desired 
employment participation corresponds to labor 
force participation rate but is considered pref- 
erable to the latter on account of the subjective 
character of the latter and for other reasons not 
fully elaborated here.' 

Consider a group i and a time interval 
(0, 1). If the group has survived population 
at the end of the time interval at t = 1, employ- 
ment the desired employment participation 
rate then according to the above hypothesis, 
the number of net migrants of the group Mi will 
be given by 

(1) 

(Z) 

Mi 
gi(Ei/X 

- 

gi(Ei - 

where denotes net migration response of the 
group and is equal to the proportion of the sur- 
plus population that will net migrate and 

= Pr . denotes desired jobs relative to the 
group population PS . 

(1) may also be written as 

Mi /Pi - /Ps - 1) (3) 

or 
E 

- g1(*-1) 
E1 

where Mi /P$ = i, the rate of net migration and 
X desired jobs. The real significance 

of this form of the model is that the net migration 
rate is proportional to the percentage deficit in 
jobs, a measure corresponding to 'potential' rate 
of unemployment in the without project situation. 

If Pi is the actual population of the group at 
t = 1, the relationship between the actual popula- 
tion Pi and survived population is given by 

(4) 

(5) 

e(1+ 

Substituting (3) into (4) we have 

Pi 
P1(1 - gi) + gi E1/ai. 



gi is a measure of the mobility of the group 
in question. gi = 1 for a perfectly mobile group 
while gi = 0 for a perfectly immobile group. 
When gi = 1, Pi = or the population at the 
end of the time interval at t = 1, is the desired 
population corresponding to the level of jobs at 
that time. For a perfectly immobile group gi = 0, 
and the population at the end of the time interval 
at t = 1 is Pi = or the survived population. 

A Property of the Proposed Model 

A property of the proposed model relation- 
ship between net migration and surplus population 
(equation 1) or between net migration and job def- 
icit (equation 2) is that when job opportunities 
available to a group increase as a result of the 
location of the project, net out -migration of the 
group is reduced or net inmigration increased; 
and hence in a net out -migration area a propor- 
tion of the new jobs is appropriated by those net 
migrants whose net out -migration has been with- 
held due to increased job opportunities in the 
area. An increase in job opportunities by Ei 
would mean that the resultant net inmigration 
or withheld net out -migration is equal to 

(6) gi 

It is reasonable to assume that these net out - 
migrants who would have net out -migrated from 
the area in the without -project situation but who 
now stay in the area in the with- project situation 
would do so only when they have the desired em- 
ployment participation in the area. In other 
words, the jobs appropriated by these net mi- 
grants out of the AEi addition jobs are given by 

(7) 
- gi AE1. 

This means that the net reduction in the number 
of the unemployed in the area (assuming it to be a 
net out -migration, i. e. , a job deficit area) is 
given by (1 - gi) AEi or the net reduction in the 
number of the unemployed per unit new job is 
given by 

(8) - gi . 

Now gi is the coefficient of net migration response 
of a group. A perfectly mobile group has gi = 1 

and a perfectly immobile group has gi = O. The 
impact on the unemployed per unit job is thus 
greater for relatively more immobile groups 
than for these groups which are relatively more 
mobile. 

Basis For Allocating Additional Jobs Due To The 
Project Among Age Groups 

The preceding discussion on estimating the 
impact on the area's unemployed measured by 
the reduction in the number of the unemployed 
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due to increase in job opportunities assumes 
that the additional jobs for the group as a result 
of the project is known. It is assumed here that 
total additional employment ascribable to the 
project (defined as the difference between em- 
ployment in the with and without -project situa- 
tions) is given in terms of sex separately for 
male and female categories. 

Net migration response to job deficit or 
surplus population varies by age and sex and 
hence net employment effects of additional em- 
ployment due to project will depend on how addi- 
tional jobs for males and for females are dis- 
tributed among age groups. The problem, there- 
fore, is to find a suitable basis for allocating 
total additional jobs among age groups for each 
of these categories of labor. 

The procedure outlined hereunder assumes 
that the employment, population, etc. , situation 
in the project area in the without- project situa- 
tion is given and known. The project is then 
superimposed on the area and its impact on 
variables of interest estimated. Further, the 
procedure outlined hereunder relates to an area 
which is assumed to be an area of net job def - 
icit in both without -project and with -project 
situations. Appropriate procedures applicable 
to an area of net job surplus in the without - 
project situation or to an area of net job deficit 
in the without- project situation but which is 
expected to become an area of net job surplus in 
the with- project situation are not discussed here. 

A critical question is involved in the 
choice of an appropriate method for allocating 
additional jobs among age groups. Does the 
labor market show differential preferences in 
allocating jobs by age or is the chance of a 'po- 
tential' (or prospective) unemployed person 
becoming employed the same for all age groups? 
Illustrative calculations with respect to some 
randomly chosen areas showed that the labor 
market displays significant selectivity differ- 
entials between age groups. Hence, the equal 
probability assumption was not considered 
reasonable. To estimate relative probabilities, 
a relative probability coefficient Pi is associated 
with each age i , so that the ratio of the proba- 
bility of becoming employed of a job seeker in 
age group i to that of a job seeker in age group 
j is given by Pi/Pi . On this basis, the dis- 
tribution of additional jobs among age groups 
will be based on the quantities Pi Si where 

Si = desired job vacancies or the number 
of job seekers and is equal to - E 
where 

= desired jobs by the age group i in the 
without-project situation: 



E number of persons in the age group i 
in continuous employment over the 
decade. 

°Ei = actual employment of the age group 
in the without -project situation. 

In order to estimate Pi's, we may make 
use of available information on the actual dis- 
tribution of job vacancies among age groups dur- 
ing the most recent decade, say ( -1, 0) in the 
without -project situation. If °Ei and Eli are 
known, an appropriate basis for allocating addi- 
tional jobs by age is given by the quantity 

Since Pi's are relative, they may be so 
defined that 

(9) pi Si. 

We have 

v 
(10) °Ei E Si Si. 

Hence since by definition pi Si E 

i i we have 

(11) pi Si xi E Si °Ei /E 
i i 

Pi's can now be calculated since all the quantities 
in the above relationship are known. 

A look at equation (11) will show that dis- 
tribution of jobs on the basis of Pi Si is the same 
as the distribution on the basis of job vacancies 
filled in decade ( -1, 0) in the without- project 
situation viz. °Ei since the quantity is 
the same for all age groups and does 
not affect the distribution over age groups. Thus, 
a basis which drops the equal probability assump- 
tion leads to a basis which provides that the dis- 
tribution of additional jobs due to the project 
over age groups should be on the basis of the 
actual experience of decade ( -1, 0) in the matter 
of distribution of job vacancies. 

The total number of additional jobs taken 
up in the with- project situation by prospective 
net migrants who otherwise, in the without -proj- 
ect situation, would have "net out -migrated" 
from the area is given by 

(12) (f) (f)1 

where the double summation refers to sex and age. 

The quantity (12) represents net migration 
effects in terms of leakage of additional jobs to 
prospective migrants. Thus, the net employ- 
ment effect is equal to the difference between 
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total additional jobs due to the project and the 
jobs lost by leakage to prospective net migrants. 

The net migration and net population ef- 
fects of project location in terms of numbers of 
people consist of two components viz (1) pros- 
pective migrants who take up some of the addi- 
tional jobs and (2) their dependent migrants. 
This quantity (2) represents dependent net mi- 
gration of spouses and children of associated 
withheld prospective primary net migrants. The 
procedure for estimating this component of 
dependent net migration is not being discussed 
in this paper. 

The procedure outlined above is applied as 
an illustration to the State of Wisconsin for the 
year 1970. Since a high proportion of an area's 
job seekers is among the young age groups and 
since relative net migration response coeffi- 
cients for young age groups are high, generally 
a very significant proportion of new jobs will be 
appropriated by potential (now withheld) net out - 
migrants and a relatively small proportion of 
new jobs will accrue to the potential unemployed 
of the area. Calculations based on 100 addi- 
tional jobs in each sex category show the follow- 
ing results: 

Based on Wisconsin State (Per 100 additional 
jobs in the relevant sex) 

Jobs Accruing to: Males Females 

(a) "Potential" Net Mi- 
grants (Leakage of 
Jobs) 91.7 83.3 

(b) "Potential" unemploy- 
ed of the area who would 
have remained in the area 
as unemployed 8. 3 16. 7 

For reasons of space, actual application 
of the procedure is done with respect to 
Wisconsin Males only. See Tables 1 through 3. 

Footnotes 

1 The concept of desired employment participa- 
tion was developed by George S. Tolley in a 
Ph. D. dissertation (unpublished). See Jansen 
(1966). In the present study, desired employ- 
ment participation by age and sex is assumed to 
be the corresponding U.S. national labor force 
participation rate. 
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Column Symbol 

Table 1.1 

Table 1.2 

(2) 
(3) 

(4) 

70 -1, under Contract No. DA49- 129 - CIVENG- 
65-11 by the U.S. Army Engineer Institute for 
Water Resources, Department of the Army 
Corps of Engineers, Springfield, Virginia, 1970. 
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Areas. Working Paper CWR 2, June. 
Institute for Urban and Regional Studies, 
Washington University, St. Louis, Missouri. 

Somers, Gerald G., 1954. Labor Supply for 
Manufacturing in a Coal Area. Monthly Labor 
Review, (December), 1327 -1330. 

Code to Expanded Symbols Notation Used 

i 
P(i, m, 70) 
SR10(i, m, 70) 

+ 10, m, 80) 

EM(i + 10, m, 80) 

E (i, m, 70) 
SR10(i, m, 70) 

m, 70) 

Significance 

Stands for age group. 
Population of males aged i in 1970. 
10 -year survival rate applicable to males aged i in 1970 

Desired labor force participation rate assumed for males aged 
(i + 10) in 1980. 
Desired jobs for males aged (i + 10) in 1980. = (2) x (3) x (4). 

Employed males aged i in 1970. 
10 -year survival rate (same as in col. (3) of Table 1. 1). 

1980 survivors of employed males aged i in 1970(assumed to be 
persons in continuous employment over the 1970 -80 decade as also 
in 1980) = (2) x (3). 

Table 1.3 

E* (i + 10, m, 80) Desired jobs for males aged (i +10) in 1980 (same as col. (5) 
Table 1.1) 

(2) 

(3) (i, m, 70) Persons in continuous employment over the 1970 -80 decade 
(Col. (4) of Table 1. 2) 

(4) JS (i + 10, m, 1980) Job seekers, males aged (i + 10) in 1980 (Col. (2) - Col. (3)) 
(5) P (i + 10, m, 1980) Relative probability coefficient (Relative probability of an unemploy- 

ed male aged (i + 10) in 1980, becoming employed if additional male 
job opportunities arose in the area). 

(8) g (i, m) Net migration response coefficient for males aged i (These co- 
efficients are calculated by race, sex and age in other studies and 
have been commented upon in Kripalani, G. K. (1970) See 
References). 
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TABLE 1.1 

WISCONSIN - MALES 

Estimation of Desired Jobs in 1980, Assuming No Outmigration During 1970 -80 Decade -- 

Age Group 
in 1970 

Population 
1970 

(000's) 

10 -Year 
Survival 

Rate 

Labor Force 
Participation 

Rate 

Desired Jobs 
1980 

(000's) Age in 1980 
P (i, m, 70) SR10(i, m, 70) *(i 10,m, 80) (2) (3) (4) i + 10 

(1) (2) (3) (4) (5) (6) 

0- 4 195.4 .995 10 -14 
5- 9 235. 1 .994 15 -19 

10 -14 242. 4 .987 . 800 191.4 20 -24 
15 -19 218. 1 .981 .942 201.6 25 -29 
20 -24 158. 1 .980 . 966 149.6 30 -34 
25 -29 135. 1 .978 .964 127. 3 35 -39 
30 -34 115.8 . 970 . 964 108. 3 40 -44 
35 -39 111.6 .954 .964 101.6 45 -49 
40 -44 121.2 .929 . 940 105. 8 50 -54 
45 -49 119.5 . 889 . 903 95. 9 55 -59 
50 -54 112.7 . 832 . 768 72. 0 60 -64 
55 -59 104. 8 . 759 . 405 32. 2 65 -69 
60 -64 90.4 .663 . 239 14. 3 70 -74 
65 -69 72. 7 . 548 . 145 5. 8 75 -79 
70 -74 56. 9 . 431 80 -84 
75 -84 63. 1 85 -94 

85+ 14.0 95+ 
4 -5 86. 3 .995 . 181 16. 1 14 -15 
6 -7 93. 2 .994 . 436 40. 4 16 -17 
8 -9 97. 6 . 992 . 539 52. 2 18 -19 

Sources: Col. (2) and Col. 
Annual 1967. 

WISCONSIN - MALES 

(4): 1970 Census of Population. 

TABLE 1.2 

Col. 13: Vital Statistics of U.S., 

Estimation of Survivors in 1980 of Those Employed in 1970 (= Persons Assumed to be in Continuous 
Employment Over 1970 -80 Decade -- 

Age Group 
i 

(1) 

14 -15 
16 -17 
18 -19 
20 -24 
25 -29 
30 -34 
35 -39 
40 -44 
45 -49 
50 -54 
55 -59 
60 -64 

Employed in 
1970 

(000's) 
E(i, m, 70) 

(2) 

16.4 
3 4. 2 
46.1 

114.5 
122. 5 

108. 1 

105. 5 

114.2 
110.6 
103. 5 

92. 1 

67.8 

10 -Year 
Survival Rate 
SR10(i, m, 70) 

(3) 
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. 981 

. 981 

. 981 

.980 

.978 

. 970 

. 954 

. 929 

. 889 

. 832 

.663 

1980 Survivors of 
Those Employed 

in 1970 
(000's) 

Age in 
1980 

(2) . (3) i + 10 

(4) (5) 

16. 1 24 -25 
33. 6 26 -27 
45. 2 28 -29 

112.2 30 -34 
119.8 35 -39 
104. 9 40 -44 
100. 6 45 -49 
106.1 50 -54 
98. 3 55 -59 
86. 1 60 -64 
69. 9 65 -69 
45. 0 70 -74 



(1) (2) (3) (4) (5) 

65 -69 28.2 .548 15.5 75 -79 
70 -74 13.2 .431 5.7 80 -84 
75 -84 7.6 - 85 -94 

85+ 1.1 95+ 
4 -5 0 .995 0 14 -15 
6 -7 0 .994 0 16 -17 
8 -9 0 .992 0 18 -19 

Sources: Col. (2) 1970 Census of Population. Col. (3) Vital Statistics of U. S. , Annual 1967. 

TABLE 1.3 

WISCONSIN - MALES 

Estimation of (a) Percent Distribution of 100 Additional Jobs by Age and (b) Jobs Taken up by 
Prospective Net Outmigrants and (c) Net Employment Effects. (Per 100 Additional Male Jobs. ) 

(Per 100 Additional Male Jobs) 

Age in 
1980 

Desired 
Jobs 1980 

(000's) 

Persons in 
Continu- 
ous Em- 
ployment 

1970 -80 

Relative Percent 
Weight Distribu- Net Mi- 

Relative for 100 tion of gration 
Job Proba- Addition- 100 Male Response 

Seekers bility Co- al Jobs by Addition- Coeffi- 
1980 efficient Age al Jobs cient 

Jobs Taken 
by Poten- 
tial With - 
held Net 
Migrants 
(Labor 
Force) 

Net Em- 
ployment 

Effects 
(i + 10) @ @ @ @ (4). (5) (6)/2.38 g(i,m) (7) (8) (7) -(9) 

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) 

14 -15 16.1 0 16.1 . 80 12.9 5.00 .9249 4.92 0.08 
16 -17 40.4 0 40.9 .89 36.0 13.95 .9249 12.90 1.05 
18 -19 52.2 0 52.2 .60 31.3 12.13 .9249 11.22 0.91 
20 -24 191.4 8.1 183.3 .58 106.3 41.20 .9249 38.11 3.09 
25 -29 201.6 86.9 114.7 .45 51.6 20.00 .9027 18.05 1.95 
30 -34 149.6 108.4 41.2 .34 14.0 5.43 .8806 4.78 0.65 
35 -39 127.3 115.5 11.8 .26 3.1 1.20 .8204 0.98 0.22 
40-44 108.3 101.1 7.2 . 18 1.3 0.50 . 8204 0.41 0.04 
45 -49 101.6 96.0 5.6 .13 0.7 0.27 .5886a 0.16 0.11 
50 -54 105.8 99.7 6.1 .07 0.4 0.16 . 5886a 0.09 0.07 
55 -59 95.9 88.8 7.1 .04 0.3 0.12 .4716b 0.06 0.06 
60 -64 72.0 66.1 5.9 .01 0.1 0.04 .47166 0.02 0.02 

65+ 52.3 41.3 11.0 0 0 0 0 0 

Total 1,314.5 811.9 502.6 238.0 100.0 91.70 8.30 

a Based on age group 45 -54. 
b Based on age group 55 -64. 

Sources: Col. (5): Estimated by graphical curve fitting to relevant observations by a procedure 
outlined in Corps of Engineers Study edited by Dr. G. S. Tolley. See G. K. Kripalani 
(1970) in "References. " 

Col. (8): See explanation under "Code. " 

@ For Cols. (2), (3), (4), (5) See "Code." 
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STOCHASTIC INDICATORS OF OCCUPATIONAL MOBILITY, CANADA, 1951 - 1961 

P. Krishnan and A. Sangadasa, University of Alberta 

1. Introduction 
A society is usually characterized as 'open' 

or 'closed' depending on the scope for mobility 
for every member of its population. Social 
mobility is a complex phenomenon constituted of 
a variety of interdependent factors. Occupa- 
tional mobility is considered, by and large, as 
a first approximation of social mobility. In 

view of this practice, the present paper confines 
its attention to occupational mobility alone. 

Various studies on occupational mobility 
in the western countries have been reviewed by 
Lipset and Bendix (1962). One of the generali- 
zations arrived at by these authors is that the 
industrialized nations of the West are marked by 
a high degree of mobility as measured by the 
shift across the manual -non manual line and 
furthermore, there is relatively little 
difference in rates of mobility. It is also 
shown that the mobility patterns in western 
industrialized societies are determined by the 
occupational structure. A recent study on the 
United States by Blau and Duncan (1967) tries to 
look at the various determinants of mobility 
with data gathered at the time of 1960 Census. 
As far as Canada is concerned, there has been a 
dearth of studies in this area. Porter (1965) in 

his classic work The Vertical Mosaic analyzes 
occupational mobility in Canada as could be 
inferred from the data provided by the censuses. 

We might conclude that although there has 
been a transferring of workers from manual 
to non -manual occupations, it is question- 
able that all of this shift represents 
upward mobility from "lower- level" manual 
occupations. It seems that these lower 
white collar occupations have been filled 
more by the native labor force than by 
immigrants and that the shift has provided, 
at best, a questionable mobility for the 
native born. 

(Porter, p. 52) 

Elsewhere the author writes: 
At each period of industrial growth, as new 
opportunities for upward mobility appear, 
each increment of skilled and professional 
roles is filled in part by immigration, in 
part by the Canadian -trained, and in part 
by upgrading. The same sources must replace 
those who leave the labour force for various 
reasons. There obviously has been some 
mobility for Canadian industrial workers, 
but there is little doubt that there could 
have been much more 

(Porter, p. 56) 

Because of lack of sophistication in his 
methodology, Porter is not able to provide the 
readers with an estimate of the degree of 
mobility in the Canadian Society. This paper is 
directed toward that end by employing a stochas- 
tic process analysis of the mobility process. 

2. Mobility as a Stochastic Process 
Various attempts have been made in the last 

two decades at stochastic process modelling of 
mobility (Blumen, Kogan, and McCarthy, 1955; 
Joshi, 1956; Kemney and Snell, 1960, Hodge, 1966). 
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An overview of the work done so far can be found 
in Bartholomew (1973). Since finite Markov chain 
approximation of the mobility process was not 
satisfactory, McGinnis (1968) re- examined the 
substantive basis of the models and has suggested 
the incorporation of the principle of cumulative 
inertia. Verification of this principle has been 
done in Land (1969), Morrison (1967) and Myers, 
McGinnis, and Masnick (1967). Models of social 
mobility incorporating this principle have been 
discussed by Henry, McGinnis, and Tegetmeyer 
(1972) and McGinnis and Henry (1973). Recently 
a semi -Markov approximation of the mobility 
process has been suggested (Ginsberg, 1972). 

One has to collect very detailed data in 
order to test the goodness of fit of the above 
modified models. Very often we cannot do it for 
economic or for administration reasons. Insofar 
as one has to work with non -panel data, it is 

feasible to develop only simple models. 

3. Stochastic Indicators of Occupational Mobility 
Consider S. (i = 1, 1,2...h) - the non -over- 

lapping occupational categories - to constitute 
the state space. Let the mobility process be a 
Markov process in discrete time. If stationarity 
of the process is assumed, then the model is easy 
to handle. The stationarity assumption may be 
easily relaxed, if deemed necessary. Let P =(Pi ) 
be the matrix of transition probabilities. The 
elements of P are the stochastic indicators of 
occupational mobility. The major problem with 
which we are faced is the estimation of these 
probabilities when panel data are not available 
and one has access to only marginal distributions 
(macro data). 

4. Estimation Procedure of the Stochastic 
Indicators 

Since only macro data from the censuses are 
available, we are forced to make a few assumptions. 
The Miller OLS procedure (1952) leads to inad- 
missible estimators of transition probabilities. 
A way out is to impose constraints on parameters. 

These are: 
a) non -negativity condition 

Pie o (i,d = 1,2...h) 
b) row condition 

h 
Pid = 1 (i = 1,2...h) 

1 

The criterion of minimization employed leads to 
two different types of estimators. If the 
criterion is minimizing the sum of absolute 
deviations (MAD), we get a Linear Programming 
Problem (LPP) estimator of the transition matrix 
(Rogers, 1968; Lee, Judge and Zellner, 1970). If 
the restricted least squares (RLS) technique is 
employed, we obtain the Quadratic Programming 
Problem (QPP) estimator (Lee, Judge, and Zellner, 
1970). The QPP estimator is shown to be more 
efficient than the LPP solution (Lee, Judge and 
Zellner, 1970). In this paper we employed the 
LPP solution only for developing estimates of 
occupational mobility indicators for Canada. 

Usually the marginal distributions utilized 
in estimation procedures are temporal in nature. 



We do not have enough time series data on occu- 

pational distributions in Canada and, furthermore 

if the available data are put to use, the 
stationarity assumption is likely to be violated, 
for the occupational change patterns before and 

after 1951 are, for certain, not the same. So 

we have used the cross -section data on the 
regions for the census years 1951 and 1961 for 

estimation purposes. The rationale underlying 
this manipulation is that the different 
provinces reflect the occupational transitions 
in Canada over a period of time with the 
transitions governed by the same rule. 

5. Data and Findings 
The percent distributions by occupational 

categories, suitably collapsed, employed for this 
exercise are shown in Appendix Tables 1 and 2. 

The male and female distributions are treated 
separately. The estimated ten -year transition 
probabilities are shown in Tables 1 and 2. In 

each case the functional values are the minimum 
possible as the programming technique is 
employed. 

6. Male Mobility Patterns 
Now we interpret the results from a substan- 

tive point of view. As far as males are concern- 
ed, the greatest movement is noticed in the 
primary sectior. While 67 per cent of the 
workers in the agriculture sector continue to 
stick to this occupation, 33 per cent move to 
other jobs in this ten -year period. Blue collar 
sector accounts for 14 per cent of the movement, 
white collar jobs 9 per cent, transportation 
sector 6 per cent and the remaining 4 per cent 
to service and recreation occupations. The least 
movement (about 9 per cent) is noticeable in the 
White Collar sector. It is surprising to note 
that most of the movement from this group is to 

the primary group. This may be due to combining 
"not stated" category with primary occupations. 
From the transport and communications group, the 
movement of 29 per cent is to blue -collar jobs. 
14 per cent of the blue collar workers move to 
white collar jobs and 3 per cent to the trans- 
port and communications sector. The service and 
recreation occupations sector seems to force 
everybody to stick to itself. 

Thus, as far as males are concerned, the 
1951 -1961 period noticed an average movement of 
17.6 per cent of workers from their 1951 
occupational categories. (If the service and 
recreation sector is ignored, the average move- 
ment works out as 22.0 per cent). If movements 
to white collar jobs and /or staying up there is 
taken to indicate "upward mobility ", of the males 
in Canada 22.8 per cent experience upward 
mobility in this span. 

7. Female Mobility Patterns 
The mobility patterns of the Canadian 

females are more interesting. The movement out 
of the primary sector is indeed small (about 2 

per cent). The movement out of service and 
recreation occupations is considerable (about 
50 per cent) and most of this transition is to 
white collar jobs (32 per cent). The black to 
white collar change is 12 per cent (almost as 
high as that of males). But surprisingly enough, 
20 per cent of the white collar job workers move 
out (down), mostly to service and recreation 
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occupations (18 per cent). No female sticks to 

'transport and communication' sector. 
An overall average extent of mobility is 

40.2 per cent in the ten -year span. Taking 
upward mobility as indicated by moving to white 

collar jobs and /or staying up there, on an average 

37.8 per cent of the Canadian females were upward- 

ly mobile in the ten -year span. 
Thus, we are led to conclude that the females 

are generally more mobile and particularly more 

upwardly mobile in Canada in 1951 -61. 

8. Conclusions 
This study has revealed that in 1951 -61, the 

Canadian females have higher rates of mobility 

than the males. Since the earlier periods have 
not been studied, it is difficult to say whether 

the mobility has increased over time or not. But 

it could be said that the period 1961 -71 and in 

the future too, female mobility is likely to 
increase in view of the women's rights movements 

and associated activities. 
It has not been possible for us to study the 

mobility patterns in different provinces, between 
major urban concentrations, and between immigrants 
and non -immigrants. To gain such an understanding 
of the Canadian society, more research in this 

area is called for. This may help understand the 
society better and pave the way for major policy 
decisions. 
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Transition Probability Matrix 

1951 - 1961 Canada Occupations - -- Males 

(1) 

0.91255 

0.14057 

0.00000 

0.00000 

0.08797 

(2) 

0.00000 

0.83446 

0.29143 

0.00000 

0.13946 

(3) 

0.00572 

0.02497 

0.70857 

0.00000 

0.05850 

(4) 

0.03170 

0.00000 

0.00000 

1.00000 

0.04093 

(5) 

0.05003 

0.00000 

0.00000 

0.00000 

0.67313 

Legend: (1) = White Collar Workers 

(2) = Blue Collar Workers 

(3) = Transportation and Communication Occupations 

(4) = Service and Recreation Occupations 

(5) = Primary Occupations 

TABLE 2 

Transition Probability Matrix 

1951 - 1961 Canada Occupations - -- Females 

(1) 

(1) 0.79677 

(2) 0.12344 

(3) 0.53658 

(4) 0.42930 

(5) 0.00000 

(2) (3) 

0.00000 

0.71053 

0.13029 

0.00000 

0.00000 

0.02459 

0.00372 

0.00000 

0.03261 

0.02055 

(4) 

0.17864 

0.09322 

0.16060 

0.50229 

0.00000 

(5) 

0.00000 

0.06909 

0.17253 

0.03580 

0.97945 

Legend: (1) = White Collar Workers 

(2) = Blue Collar Workers 

(3) = Transportation and Communication Occupations 

(4) = Service and Recreation Occupations 

(5) = Primary Occupations 
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APPENDIX 

Table 1 

Percentage Distribution of the Labour Force 15 Years of Age and 

Over for Canada and Regions - Males 

Occupation 
Division 

Canada New 
Foundland 

Maritime 
Provinces 

Quebec Ontario Prairie 
Provinces 

British 
Columbia 

1951 1961 1951 1961 1951 1961 1951 1961 1951 1961 1951 1961 1951 1961 

(1) White Collar 25.3 30.3 16.8 23.1 19.2 21.4 25.8 30.9 28.4 33.0 21.7 26.6 27.0 31.6 

Workers 

(2) Blue Collar 35.1 35.0 31.3 36.2 30.8 32.6 38.0 37.7 40.3 37.6 22.2 25.8 37.9 37.3 

Workers 

(3) Transport and 7.2 7.5 8.2 9.6 8.3 8.2 7.5 8.2 7.1 7.2 6.0 6.5 8.4 8.1 

Communcation 
Occupations 

(4) Service and 6.5 8.5 5.4 7.5 7.7 13.0 5.8 7.5 7.0 8.6 5.4 7.5 8.7 9.7 
Recreation 
Occupations 

(5) Primary 24.6 16.0 37.2 20.0 32.5 19.8 21.0 12.7 16.1 11.1 44.0 31.3 16.5 10.4 

Occupations 

(6) Occupation 1.3 2.7 1.1 3.5 1.5 2.1 1.9 3.0 1.0 2.5 0.6 2.3 1.4 3.0 

Not Stated 

Source: 1961 Census of Canada, Labour Force, Table 7 

Note: Category (S) in the text is found by combining (5) and (6) of these tables 

APPENDIX 

Table 2 

Percentage Distribution of the Labour Force, 15 Years of Age and 

Over For Canada and Regions - Females 

Occupation 
Division 

Canada New 
Foundland 

Maritime 
Provinces 

Quebec Ontario Prairie 
Provinces 

British 
Columbia 

1951 1961 1951 1961 1951 1961 1951 1961 1951 1961 1951 1961 1951 1961 

(1) White Collar 54.1 55.9 56.4 61.9 55.4 57.9 47.4 51.1 56.4 58.0 55.9 54.2 61.0 61.8 
Workers 

(2) Blue Collar 18.1 12.8 7.1 4.8 10.2 8.5 26.2 19.4 19.8 13.5 8.2 6.0 9.1 7.0 
Workers 

(3) Transport and 2.8 2.2 2.1 2.1 2.6 2.4 2.5 2.0 3.0 2.1 2.5 2.4 4.1 2.3 
Communication 
Occupations 

(4) Service and 21.1 22.4 32.9 27.6 28.9 27.2 20.4 21.1 17.6 21.3 25.6 24.0 23.0 23.8 
Recreation 
Occupations 

(5) Primary 2.8 4.3 0.8 0.4 1.4 1.6 2.2 3.2 2.1 3.3 7.0 10.9 1.7 2.0 

Occupations 

(6) Occupation 1.1 2.4 0.7 3.1 1.4 2.3 1.3 3.2 1.1 1.8 0.8 2.5 1.2 3.0 
Not Stated 

Source: 1961 Census of Canada, Labour Force, Table 7 

Note: Category (5) in the text is found by combining (5) and (6) of these tables 
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THE RANDOMIZED RESPONSE TECHNIQUE, THE INTERVIEW, AND THE SELF - ADMINISTERED 

QUESTIONNAIRE: AN EMPIRICAL COMPARISON OF FERTILITY REPORTS* 

Karol J. Krotki and Bonnie Fox, University of Alberta 

Literature Review 

In 1965, Warner devised the "randomized 
response" data -gathering technique as an 
attempt to increase the cooperation of 
respondents asked personal, confidential, or 
otherwise "sensitive" questions in an interview. 
Essentially, Warner felt that both refusal bias 
and response bias (i.e. due to untruthful 
answers) would be reduced if each respondent's 
privacy was protected by a method which 
randomized the appearance of the sensitive 
questions and concealed from the interviewer 
the exact question being answered. Thus, 
answers would "furnish information only on a 
probability basis" (Warner, 1965: 63). 

The Warner technique consists of asking 
respondent "one of two questions of the form: 
(1) I am a member of group A, and (2) I am not 
a member of group A" (Campbell & Joiner, 1973: 
229). Since the probabilities associated with 
the selection of either question are known 
(i.e. built into the randomizing device), 
assuming truthful answers, an unbiased maximum 
likelihood estimate of the true proportion of 
the population in the stigmatized group can be 
made. 

Let 

the true proportion of A (the 
stigmatized group) in the population 

P = the probability the randomized device 
chooses the sensitive question (1 -P 
for the other question) 

A = the proportion of yes answers 

Then 

= (1 -P) (1 

Abul -Ela et al (1967) showed that this survey 
method of randomized response could be used to 
estimate t population proportions, where at 
least 1 and not more than (t -1) of them are 
stigmatizing. Of course one would need (t -1) 

simple random samples and (t -1) sets of 
different questions. 

In an effort to further increase respondent 
cooperation, Simmons suggested a modification of 
the randomized response technique, whereby 
respondents select one of two unrelated rather 
than related questions (Horvitz et al., 1969). 
Two independent samples would be needed in order 
to estimate the population proportions in the 
two noncomplementary groups, unless the propor- 
tion of the population in the group mentioned 
in the unrelated question is known beforehand. 
In the latter case, which is the logical method 
to use, the estimating equation is: 
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where: 

= the true proportion of the 
population with sensitive 
attribute A 

= the true proportion of the 
population with non -sensitive 
attribute Y (which is unrelated 
to A) 

Horvitz et al. (1969) used this unrelated 
question randomized response technique, with 

known, to estimate the incidence of "ille- 
gitimate" births. Their estimate was very 
close to that obtained from information on the 
birth certificates from which the sample was 
chosen. Greenberg et al. (1969), after 
comparing the variances for estimates made 
using the Warner technique and those based on 
the unrelated question (withn known or unknown) 
type of the randomized response technique, show 
that use of the latter will most likely entail 
greater statistical efficiency than the Warner 
technique. Moors (1971) also, in discussing 
the optimum model for the two- sample 

unknown) unrelated question randomized response 
technique, shows that the unrelated question 
model is preferable to Warner's. Even when 

1/2 (i.e., the worst choice ofly), the 
variance of the estimates based on the optimized 
unrelated question technique is less than that 
of estimates derived using Warner's related 
question method. 

Undertaking a massive field test of the 
unrelated question randomized response method, 
Greenberg et al. (1970) estimated one -year 
incidence abortion, lifetime incidence of 
abortion, and use of oral contraceptives among 
North Carolina women. Their estimate of 
abortions in the previous year was similar 
(although obviously not comparable) to a 1961 

Chilean survey estimate (Abernathy et al., 1970). 
This sample also produced an estimate use of 
the birth control pill which was similar to one 
based on a national survey (Greenberg et al., 
1970). Using another sample, two estimates of 
lifetime abortions were made - one assuming 
known and another assuming it had to be esti- 
mated. Estimates of were found to be more 
accurate and less variable is known than 

when it must be estimated. Finally, answers to 
several questions about the randomized response 
method itself showed that about 2/3 of the 
respondents believed their friends would not 
truthfully answer directly asked abortion 
questions. Moreover, 60 per cent of this North 
Carolina sample believed that their friends 
would not suspect a trick in the randomized 
procedure; 76 per cent said they themselves 
were convinced that the technique protected 
their privacy (Greenberg et al., 1970). 



Another development in the history of 
randomized response data -gathering came when 
Greenberg et al. (1971) pointed out that 
quantitative information can be estimated as 
well. They proceeded to use the technique to 
derive reasonable estimates of the mean number 
of lifetime abortions as well as mean income. 
Perhaps the most important contribution of this 
method, and one reported by Greenberg et al. 
in this study, is the miniscule refusal rate 
accompanying use of the method. 

Most recently Folsom et al. (1973) developed 
a new randomized response design which improves 
efficiency when two samples are required because 

is not known beforehand. The method consists 
of using two nonsensitive alternate questions in 
conjunction with the sensitive question. The 
authors also show the variance increases (around 
50 per cent) when a weight = 1/2 is used instead 
of an optimal weight and conclude that their new 
design will never be more efficient than the 
simple alternate question model whenrly is known. 

The practical significance of w 1/2 lies in 

the fact that a coin can be used as the 
randomizing device, with all the advantages 
implied in interviewing response when compared 
with the mysterious box and differently coloured 
beads, required by the Warner technique. 

Growth of Alberta Families Study 

A stratified cluster sample of 1045 Edmonton 
women, between 18 and 54 years of age, was the 
basis of a comprehensive fertility study 
carried out between Nov., 1973 and Feb., 1974. 
Of the 2300 dwelling units originally selected, 
794 either contained no eligible respondent or 
were vacant; the final sample of 1045 women 
represents 69.4% of the remaining sampled 
households. This sample was divided into three 
interpolated sub -samples in order to test the 
general data -gathering effectiveness of the 
randomized response technique. Respondents were 
either asked all fertility questions in the 
interview which included questions on abortion, 
were asked the "sensitive" questions by the 
randomized response method, or were given an 
anonymous mail -back questionnaire containing 
questions identical to those asked under the 
randomized response technique. 

The specifics of the randomized response 
technique we used generally comprise a replic- 
ation of those employed in the North Carolina 
studies. After an introduction to the randomized 
response method, instructions, and definitions 
(e.g., of abortion), 352 women were given a clear 
plastic box containing (35) blue and (15) red 

balls. The seven pairs of sensitive and 
unrelated statements (e.g. "I was born in the 
month of June ") were printed on a card which was 
also handed to the respondent, blue marks 
appearing next to the former and red marks next 
to the latter. Respondents were told to shake 
the box, while the interviewer sat at a distance, 
and to answer the question marked with the color 
of the ball appearing in the window constructed 
in the box. 
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It was thus possible to compare the estimates 

obtained using the randomized method with those 

acquired by means of the anonymous questionnaire 

on the following seven variables: one -year 

incidence of abortions, lifetime incidence of 

abortions; incidence of premarital sexual 

intercourse, premarital pregnancy, "illegitimate" 

children, premarital use of contraceptives, and 

premarital abortions. In the interview, inform- 

ation on abortions within the previous year and 

lifetime abortions was acquired, and the 

estimates could be compared with those based on 

the randomized response technique and the 

questionnaire.' The purpose of our exercise 
was twofold: 1. to compare the estimates based 

on the three methods, to attempt to determine 
whether people directly asked "sensitive" 

questions on abortion were likely to lie (i.e., 

estimate response bias and its reduction using 
the randomized response technique) and to 

evaluate the accuracy of the randomized response - 

based estimates; 2. to compare the response 

rates for "sensitive" questions asked the three 

different ways. We hoped to be able to assess 

the usefulness of the randomized response 

technique. 

Findings 

In order to estimate the population 
proportions with the non -sensitive 

characteristics comprising the unrelated 
randomized response questions, we used either 
census data or data obtained in the GAFS survey. 

Four of the seven unrelated questions involved 

the statement that the respondent was born in a 

certain month. We averaged those proportions 

born in the specified months for the years 1925, 

1935, 1945 (Canada, DBS). Another statement, 
"I was living in the same dwelling unit five 

years ago," was estimated using census figures 

which characterized five -year non - movers by 
age, sex, and province (Canada, 1961). For the 

quantity question, "How many children does your 

best friend have ?" the distribution of children 

of the women in our sample was used (although 

we simply used the zero- non -zero proportions). 

Actually, there is no need to introduce the 

additional variance caused by these calculations 

into the estimating procedure. As Greenberg 

et al. (1969) point out, answers to the unrelated 

question can be built into randomizing device. 

Before comparing the estimates based on the 
three data -gathering methods, we checked the 

similarity of our three samples. As table 1 

shows, the samples are not significantly 
different in terms of their basic social 

profiles. Differences in the estimated 
population proportions should not, therefore, be 

due to gross differences in the composition of 

the three samples. 

Our estimates using the randomized response 
technique are obviously similar to those based 

on responses to the self -administered 
questionnaire. In table 2 are reported the 
estimates. Confidence intervals at the 95% 
level were placed around all of the point 
estimates although it is recognized that some of 



the estimated proportions were close to zero, 

and thus the normal approximation to the 3 

binomial distribution may not be appropriate. 
A test for statistically significant differences 
between all pairs of estimates revealed no 

significant differences at the .05 level between 
any of the randomized response -based estimates 
and those obtained from answers to the anonymous 
questionnaire. Only the estimate of lifetime 
abortions based on the randomized response 
method and that based on the interview were 
significantly different in the statistical sense. 

A comparison of the estimated proportions 
themselves reveals a greater tendency for women 
to report "sensitive" events if the questions 
are randomized than if they are part of a self - 
administered questionnaire, and a greater 
tendency in both of these cases than in the 
interview situation. The estimate of the 
incidence of life -time abortions is probably 
most important, since it allows a comparison 
of all three methods, and the estimated 
proportions are not as close to zero as those 
for one -year abortions. The three estimates of 
lifetime abortions point toward the conclusion 
that women tend to give incorrect information 
when questioned on personal issues, and feel 
safer answering truthfully in a randomized 
response situation. One could even venture the 
conclusion, based on the lifetime abortion esti- 
mates, that people feel safer answering 
randomized questions than those on anonymous 
questionnaires. On the other hand, if the 
self- administered questionnaire is assumed to be 

as private as the randomized response technique, 
the absence of a statistically significant 
difference between the estimate based on the 
questionnaire and that obtained by the interview 
prohibits the conclusion that substantial 
response bias was introduced in the interview. 
On the whole, the other estimates, based on the 
randomized response technique and the question- 
naire, were close enough to confirm the 
reliability of the former method. 

While we have not conclusively proven a 
reduction in response bias with the randomized 
response method, the data -gathering technique 
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definitely increases response rates. The 
response rates using the randomized response 
method were substantially higher (97 and 95 per 
cent) than those resulting from use of the mail - 
back questionnaire (73 per cent). Since the 
former allows the researcher to gather as much 
information as he might in the traditional 
interview, the randomized response technique 
no doubt is more useful than the questionnaire 
for gathering "sensitive" information. The 
question remains, however, whether the randomized 
response "game" is necessary: is the intro- 
duction of additional variance justified by the 
reduction of bias due to an avoidance of 
"sensitive" questions? 

Our replication of the North Carolina 
questions asked about the randomized response 
technique reveals some interesting insights to 
the question of the need for a "game" in order 
to gather confidential information. In direct 
contrast to the North Carolina women, 68 per 
cent of the Edmonton sample thought their 
friends would truthfully answer a direct 
question on abortion. However, they were not 
asked if their friends who had had an abortion 
would answer a direct question about it. Only 
63 per cent of the women thought their friends 
would find no trick to the randomizing device. 
A person's judgement of her friend's likely 
behavior may be grossly inaccurate. However, 
only 58 per cent of our respondents said they 
were sure of the privacy guaranteed by the 
randomized response technique, while 28 per cent 
were not sure the interviewer did not know 
which question was being answered. Our 
estimation of the importance of the randomized 
response method was reduced in the face of the 
high proportion of respondents saying friends 
would answer a direct abortion question, and 
the sizeable proportion personally doubting the 
privacy assured by the randomized response 
technique. Interviewers estimated that younger, 
better educated Canadian women had no qualms 
about answering the questions directly, 
especially in the context of a comprehensive 
fertility interview. One perceptive interviewer 
reported that only a few of her interviewees 
did not indicate the question they were 
answering in the RRT "game." 



Table 1. Comparison of the three samples 

RRT Ques. Interview X2 sig. 

Proportion ever married: .844 .823 .818 .78 .68 

Proportion over 29 years: .524 .566 .494 3.47 .17 

Proportion pregnant fewer than 

four times: .884 .855 .836 2.79 .24 

Proportion of British Isles 

ethnicity: .384 .373 .332 2.04 .36 

Education - fewer than 9 yrs: .113 .089 .085 

9 - 12 years: .571 .529 .523 

>13 years: .316 .382 .392 4.84 .30 

N= 346 269 327 

Table 2. Comparison of the 95% confidence intervals around sample 

proportions based on the three data -gathering methods 

RRT Questionnaire Interview 

1. Abortion in the past 12 mos: .032 (±.032) .008 ±.001) .003 ( ±.003) 

2. Abortion during lifetime: .090 (±.068) .038 ( ±.023) .015 ( ±.013) 

3. Unmarried, sexual intercourse: .623 (±.076) .605 ( ±.059) 

4. Unmarried, became pregnant: .190 (±.055) .213 ( ±.049) 

5. Unmarried, gave birth: .078 (±.063) .075 ( ±.032) 

6. Unmarried, used contraceptives: .326 (±.067) .281 ( ±.054) 

7. Unmarried, had an abortion: .021 (±.030) .034 ( ±.022) 

N= 342 269 327 
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ENDNOTES 

*We wish to thank Dr. John Fox for valuable 
computer and statistical assistance. Other 
colleagues in the Department of Sociology, 
University of Alberta, helped with various 
aspects of the main Edmonton survey and its 
RRT part, notably Dr. P. Krishnan and Mr. 
Roderic Beaujot. The Growth of Alberta 
Families Study (GAFS) has been supported as 
Family Planning Project 4470 -8 -1 of Health 
and Welfare Canada. 

1. Between the final typing of the interview 
questionnaire and its original version, a change 
was made inadvertently which unfortunately 
omitted the month from the question on the date 
of marriage and thus precluded a rigorous 
comparison of all three techniques on all the 
questions. However, it should be possible to 
rescue some of the comparative information 
through approximations and the "no less than" 
approach. 

2. These estimated proportions are not weighted 
and therefore should not be considered real 
rates in a strict sense. However, we compared 
the weighted and unweighted distributions on 
such variables as age, education, marital status, 
number of pregnancies, and ethnicity and found 
that they were not significantly different from 
each other (indices of dissimilarity were all 
quite small). 

3. The variance of the RRT estimate, as 
reported in Greenberg et al. (1969) is: 

var = a(1 -a) Although we did not have 

a simple random sample, we used this formula. 

4. The variance of the difference between two 
independent random variables is the sum of their 
variances. We computed a z- score. 
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RATIO BIAS AND VARIANCE IN DUAL SYSTEM ESTIMATION 

Eli S. Marks, U.S. Bureau of the Census 

Dual system estimation involves using one data 
collection system to estimate the completeness 
of reporting in the other data collection system. 
One then divides the estimates from System 1 by 

the estimated completeness rates provided by 
System 2. 

Dual system estimation has been used to correct 
for "coverage" biases in demographic statistics 
(particularly in vital statistics). While it 

can be very valuable for this purpose, substan- 
tial ratio biases as well as increases in vari- 
ance can result if the completeness rate used in 
the denominator of the estimate has a large co- 
efficient of variation (.2 or more). While ratio 
bias and variance can be kept at low levels for 

estimates based on all the sample cases, esti- 
mates for subgroups can be badly biased and quite 
unstable. The current paper discusses techniques 
for dealing with the problem of ratio bias and 
variance in subgroup estimation. 

Dual System Estimation 

A typical example of dual system estimation is 

the use of a sample survey to estimate and cor- 
rect for incompleteness of birth and death regis- 
tration. The birth and death registration may 
be a 100% system or the registration may be con- 
fined to a sample of areas used to provide esti- 
mates (birth and death rates) for the entire 
country or region. The survey is conducted in 
a sample of the registration areas and birth and 
deaths reported in the survey are matched to the 
birth and death registers and classified as 
"registered" or "not registered ". 

A similar technique can be used to estimate and 
correct for incompleteness of coverage in a cen- 
sus or household survey. In census evaluation, 
a sample of small areas is selected and inde- 
pendently reenumerated. Persons and households 
enumerated in the survey are matched to the cen- 
sus schedules and classified as "enumerated" in 

the census or "not enumerated ". 

The two data collection systems may attempt to 

cover the same sample of the population or, as 
is the case with a census /post- enumeration sur- 

vey, the areas covered by one system may be a 

subsample of the areas covered by the other. In 

either case, every attempt must be made to keep 
data collection for the areas covered by both 
systems as independent as possible. That is, it 

is desirable for the cases reported in one sys- 
tem to have the same (expected) proportion of 
cases covered by the other system as for the 
entire population. The situation may be dia- 
grammed as follows: 

In System 2 
In System 1 

Total Reported Not Reported 
Reported M U2 N2 

Not Reported U1 Z N -N2 
Total N1 N -NI N 

372 

Here there are N cases in the population of 
which N1 are reported in System 1, N2 are re- 

ported in System 2, and M are reported in both 
systems. N and Z (number of cases not reported 
in either system) are unknown but, if the two 

systems are independent, 

(1) W1 = = P1 and 

(2) W2 = = P2. 

That is W1 (the proportion of System 2 reports 
also reported in System 1) is an estimate of 
PI, the completeness of System 1 reporting; and 
W2 is an estimate of P2, the completeness of 

System 2 reporting. WI and W2 involve only the 

known quantities M, N2 and NI and can, therefore 

be used to estimate N and Z by the formulae: 

(3) 
M 

(4) = 
UM NM 

N1 - N2 M 

- - U2 -M =Z 

The values above may be for the whole population 
or for a class. For example, we might estimate 
the completeness of reporting in a census of all 

persons or of persons in a class such as "gain- 

fully employed males, aged 15 to 19 ". 

Ratio Bias and Variance 

The quantities M, NI, and N2 and the estimates 

W1, W2, A, and obtain when both systems try to 

cover the entire population (or to cover all 

members of a class of the population). If one 

or both systems involves a sample, we would use 

sample estimates m, n1, n2, w1, w2, and 2. 

The estimates w1, w2, and 2 involve a ratio 

of a random variate or a product of random 

variates to another random variate. These 

ratios are consistent estimates of the corre- 
sponding population values WI, W2, and Y. The 

relvariances of w1, w2, and 2 are given ap- 

proximately by the formulae: 

t u t 
(5) Vr 

V' 
+ + 

2 

+ 2 - 2 Eu 
i<J 

where 

r = . Yu 

V2 xx Yi 
' 

= = 



a2 , a etc. are the variances and co- 
variances of xi, xj, yi and yj; 
and Xi, are the expected 
values of xi and yj. 

Thus, the relvariances of wi, w2 and are: 

(6) VW + Vn - 2Vmn 
2 2 

(7) + Vn -2Vmn 
2 

(8) 
n + Vm + 2Vn n 

2 2 

- 2Vmni - 2Vmn2 

The dual system estimates from a sample are: 

ma 

(10) 
w2a nia 

nia _ 
(11) 

fia ma wia w2a 

where 

wia = estimated completeness of 
Source 1 reporting for the 
ath Class 

= estimated completeness of 
Source 2 reporting for the 
ath Class 

na = dual system estimate of the 
total number of cases in the 
ath Class 

nia = estimated total number of 
cases in Class a reported 
by Source 1 

nza 
= estimated total number of 
cases in Class a reported 
by Source 2 

ma = estimated total number of 
cases in Class a reported 
by both sources. 

"Class a" may consist of all persons or all 
births or all deaths or of some subset, such as 
"Negro males age 20 -24" or "births where father 
is an employed white collar or skilled worker" 
or "deaths due to cancer of White females age 
40 to 54 ". The C.V. of each component of 
wia or w2a or ña depends, of course, on the 

sample design and upon the nature of the re- 
porting in both sources. 

While wia, and are consistent estimates 
of Wia, Wed and Na, they are biased estimates 
and this bias can be considerable when the 
denominators of the ratios (n24, nia and ma) 
have large coefficients of variation. Sim- 
ilarly, Equations (6), (7) and (8) are approxi- 
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mations to the correct relvariances and the 
approximation may be poor for a large coeffi- 
cient of variation of the denominator of the 
ratio. Usually, there will be very little cor- 
relation between nia or n2a and the completeness 
estimates wia and w a. In consequence, wia and 
w2a will usually not be subject to appreciable 

ratio bias but fia and its relvariance 
estimate will be subject to approximately 
the biases involved in using the reciprocal 
(1 /x) of a random variate as an estimate of 
the reciprocal (1 /X) of its expected value. 
Table 1 gives these biases for varying levels of 
the coefficient of variation of x for the case 
where x is a normal variate. Since 1/x becomes 
infinite for x =0, the distribution was truncated 
for values of x 5 .01X. 

Table 1 

Relative Biases of Using l/x 

as an Estimate of 1/X and Vx 
as an Approximation to Vi /x 
Where x is a Normal Variate 

with Expected Value X. 

C.V. of x Relative Bias 
of 1/x 

C.V. of 1/x Relative Bias 
of Taking 

Vi /x = Vx 
.025 .001 .025 * 

.05 .003 .050 * 

.10 .010 .103 -.03 

.15 .024 .162 -.07 

.20 .046 .234 -.15 

.25 .08 .38 -.34 

.30 .14 .78 -.61 

.35 .24 1.19 -.71 

.40 .35 1.65 -.76 

Note: It is assumed that when x5.01(Ex), the 
sample is ignored and a new sample select- 
ed for determining l /x. 

* Less than .001 

For a simple random sample,we usually have: 

(12) C.V. (ma) 

While use of a simple random sample is rare in 

dual system estimation, Equation (12) provides 
a lower limit for the C.V. of the samples actu- 
ally used and this C.V. will rarely exceed 
twice the values given by Equation (12). In 

practice, samples are usually designed to give 
fairly large values of nia, n2a, and ma for the 

sample as a whole and for major classes of the 
population. Thus, a sample to estimate com- 
pleteness of birth registration and the true 
number of births in a country will ordinarily 

be designed to contain at least 1000 sample 
births for major population classes and this 

usually means nia > n2d > ma > 600 for such 

classes. For such cases, the C.V. of ma will 

usually be less than 0.1 and the relative bias 

of and of its variance estimate will 
be small (see Table 1). 

For smaller classes, the values of nia, n2a 

and ma are often quite small. For very small 



classes, the value of making an estimate (biased 
or unbiased) of is questionable. There are 
cases, however, where ma is around 25 to 100, 
for which an estimate of with a C.V. of 10 
to 20 percent would be acceptable but not in 

combination with a relative bias of 3 or 4 per- 
cent. Also, even for smaller classes for which 
individual estimates may not be important, it is 

frequently desirable to have some idea of the 
general distribution. For example, a sample 
might give dual system estimates subject to only 
minor ratio biases for total number of male 
births or female births and even for the dis- 
tribution of births by sex over 2 or 3 regions 
of equal size; but might not give satisfactory 
dual system estimates of births by region and 
age of mother, even if one uses 5 -year age 
groups. 

Various ideas have been suggested for avoiding 
the ratio biases of estimates. One is simply 
to use the better of the single system estimates, 

nia or However, one only takes on the cost 
and problems of dual system estimates in 

situations where there is very serious non - 
reporting bias. For very small classes, the 
ratio bias may be greater than the response 
bias but there is a middle range (say 10 < ma 
< 50) in which the ratio bias is large enough 
to be troublesome but is still smaller than the 
response bias of the single system estimate. 

Another solution to the problem of ratio bias is 

to apply to nia or n2a, completeness rates esti- 
mated for some larger class -- for example, apply 
to the reported birth registrations by age of 
mother an estimate of the completeness of all 
birth registrations. This would mean estimates 
of the form: 

(13) 
nab 

niabm2a 

ia 
m 
a 

where wia, n2d, ma are as defined 

above for the ath class and 

Nab estimated total number of 
cases reported by Source 1 

for the btn subclass of 
Class a. 

For example, Wiab might be the sample estimate 
of number of male births registered for 
mothers age 15 to 19; n2d, the number of male 

births estimated from a sample survey matched 

to the registrations; and ma, the estimated 
number of sample survey births found (by the 
matching) to be registered. From Equation (5), 

the relvariance of ñab is: 

(14) V. = V2 + V2 + V2 + 2V 
nab niab n2a ma niabn2a 

- 

2Vn2ama 

While estimates of the form ñab are not subject 

to the ratio bias of the regular dual system 
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estimates they may suffer from the fact that the 
completeness of reporting for some subclasses of 
Class a may be much lower than the overall 
(average) completeness of Class a reporting and 
may be much higher for other subclasses. We 

may, in fact, have reasonably good evidence of 
such variation in completeness of reporting 

between subclasses within the same general 

class. For example, completeness of birth 

registration for both very young and very old 

mothers might be considerably worse than com- 
pleteness of reporting for mothers in the middle 

range, as evidenced by matching with the reg- 

istration only 40% of the sample survey births 

for mothers under 20 and over 45 while about 
70 percent of the other reported sample survey 

births were found to be registered. To deal 

with this problem, Francis C. Madigan and 

Alejandro Herrin of the Mindanao Center for 

Population Studies have suggested using for 

each subclass, all cases reported in either 

source plus a proportional distribution of the 

dual system estimate of the cases missed by 

both sources. This means estimates of the 

form: 

xabna xabnlan2a 
(15) nab xa xama 

where nlan2a uiau2a _ usual dual 
a ma a ma 

system es- 
timate for 

Class a 

uia nia - 
ma = estimated number of 

Source 1 cases of 

Class a not matched 
in Source 2 

u2a = n2a - 
ma = estimated number of 

Source 2 cases of 

Class a not matched 
in Source 1 

xa ma + uia + u2a 
= 

nia 
+ 

n2a 
- ma 

= estimated number of cases of 

Class a reported in either 

Source 1 or Source 2 

niab = 
estimated number of cases of 

Subclass ab reported in Source 1 

n2ab estiifiated number of cases of 

Subclass ab reported in Source 2 

mab = estimated number of cases of 

Subclass ab reported in both 

Source 1 and Source 2 

niab niab - mab = 
estimated number of 

Subclass ab cases 
reported in Source 1 

but not in Source 2 



u2ab = n2ab - mab = 
estimated number of 
Subclass ab cases 
reported in Source 2 
but not in Source 1 

xab mab + uiab + u2ab 

= niab + n2ab - mab 

= estimated number of Subclass ab 
cases reported in either Source 1 

or Source 2. 

From Equation (5), the relvariance of ?lab is 
given by: 

(16) VA V2 + V2 + V2 + V2 + V2 
= 

nab xab nia n2a xa ma 

+ 2V + 2V 
xabnia xabn2a 

+ 2V + 2V 

manta xama 

- 2V 
X 
ab 

X 
a - 2Vniaxa 

- 2Vn2axa 
- 

2Vxabma 

- 2Vniama 
- 

2Vn2ama 

While Equation (16) looks fairly complex, the 
individual terms can be estimated fairly easily. 
Formulae for estimating the variances and covari- 
ances of nia, n2a and ma are given by Marks, 
Seltzer and Krotki (2). These formulae can be 
extended fairly easily to estimating the vari- 
ances of xa and xab and their covariances with 
each other and with nia, n2a, and ma. As noted 
by Tepping (3), the variance of ñab can also be 
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estimated by "calculating a linear combination 
of sample totals for each primary sampling unit 
and then estimating the variance of the sum of 
those combinations ". That is, one would compute 
for each primary sampling unit, the variable: 

niai mai 
(17) yabi nab xab 

nia n2a ma 

where xabi niai, n2ai, xai, mai are estimates 
of Xab, Nia, N2a, Xa and Ma derived from 

the ith primary sampling unit only (i.e., 

are PSU totals weighted up to allow for the 
sampling probabilities). For a sample of k 

PSU's, we would have 

k 

y 

(18) yab 
i abi - 

ab 
k 

and the estimated variance would be: 

k 

(19) - 

nab yab 
k(k-1) 

Other methods of variance estimation are dis- 

cussed by Tepping (3) and by Frankel (1). 

1. Martin R. Frankel, Inference from Survey 

Samples, the University of Michigan, 1971, 

173 pp. 

2. E. S. Marks, W. Seltzer, K. Krotki, Popula- 

tion Growth Estimation, The Population 

Council, 1974. 

3. Benjamin J. Tepping, "Variance Estimation in 

Complex Surveys ", Proceedings of the Social 

Statistics Section 1968, American Statisti- 
cal Association, Washington, pp. 11 -15. 



AN APPRAISAL OF THE MODEL TABLES OF VITAL RATES 

S. Mitra, Emory University 

1. The Models 

The search for parametric models that can 
adequately describe a particular series of 
age- specific vital rates began in the Population 
Branch of the United Nations in the early 5O's 
which resulted in the publication of a set of 
model life tables suitable particularly for 

underdeveloped countries (U.N., 1955). From 158 
life tables of various countries and periods, 
the UN analysts noted that a second degree 
polynomial in nqx provides excellent approxima- 

tion of 
nqx +n 

where the parameters defining the 

polynomial can be obtained by the method of 
least squares. This provided a tool to build 

up the entire nqx series from an initial value 

of q and the successive polynomial approx- 

imations. The estimated values of nqx were 

then used to generate values of all life 

table functions. 

Coale and Demeny created four categories 
of life tables (1966), on the basis of greater 
homogeneity in the patterns of mortality within 
each category that produced high correlations 
between successive nqx values. For these 

categories labelled North, South, East and 
West, linear regressions of nqx and log nqx on 

e were obtained by the method of least squares 

and both of these approximations were used to 
develop estimates of nqx values, and thus the 

engire life table was obtained from an initial 

value of . 

to 

Similar experimentation with age- specific 
fertility rates (Mitra, 1965), resulted in a set 
of model fertility tables. Here also, high 

correlations were observed among successive 
age- specific rates, between an age- specific 
fertility rate and the general fertility rate 
and also between an age -specific fertility rate 
and the sex age adjusted birth rate. Later, 

another series of model fertility tables was 
developed by using Pearson's Type I curve to 

describe the age- specific rates (Mitra, 1967). 
The latter model, unlike the former, depends 
upon more than one parameter, and it was shown 
that the number of independent parameters can 
be reduced from four to two or even to one, 
under certain reasonable assumptions. 

2. The Problems With the Use of 
Model Tables 

Although, the model tables were designed 
to provide estimates of age- specific vital 
rates, they were far from being flawless. As 
Gabriel and Ronen (1958) pointed out that 

0 
estimates of from by graphic inter- 
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polation among the life tables used by the UN 
show that the model life tables tend to over- 
estimate life expectancy (by an average of 
2.133 years), or underestimate mortality. 
Coale and Demeny mentioned the logical problem 
of using the same nqx as both the dependent and 

the independent variable in the regression 
equations. They also mentioned that the use 
of any other nqx as the initial value would have 

been equally justified but would have produced 
different estimates of the same life table 
functions. 

Gabriel and Ronen also examined the joint 

variation of q and and experimented with a 
1 0 0 

second degree polynomial in q as an estimator 
0 

of obtained by the method of least squares. 
o 

A comparison with the model values revealed 
that the model values were higher as well as 

lower than their quadratic estimator at higher 

and lower levels of the continuum of e . 

However, they did not carry out further their 
investigation of the discrepancies between 

model values and their estimates by alternative 
methods. 

If they did, they would have seen that 
since the model life expectancies increase 

non- linearly (almost like a quadiatic), with 

decline in q0, a property also shared by their 

quadratic approximations, such two curves may 
not intersect at more than one point. In that 
case, the difference between the two estimates 
will change its sign only once as q moves from 

0 

one to the other end of the continuum. Their 
first observation about consistent upward 
bias in the model values, also seem to have a 

logical explanation that may follow from a 

simple illustration. Consider I and I 

5 10 
of the life table expressed as (for 1) 

I = (1- q ) (1- q ) 

5 1 0 4 1 

I10 = (1- 1g0)(1- 4g1)(1 -5q5) (1) 

For simplicity, assume that q is estimated 
4 1 

from q by a linear regression, and q from 
0 5 5 

that of q . Using the superscript to denote 
4 1 

estimates, 

L = +I ) = 
5 5 5 10 

5(1- q )[(1- ) + (1- )L1- )] (2) 
1 0 4 1 4 1 5 5 

where q is the initial value and therefore 
1 0 

not an estimate, so that the expected value 



= 2(1-1g0)[E(1-4g1) + 

E{(1- q )(1- 
4 1 5 5 

(3) 

Note that q is dependent upon q and there - 
5 5 4 1 

fore the expected value 

E{(1- )(1- )} = 
4 1 5 

E(1- )E(1- g)+ r a (4) 
4 1 5 5 1 5 

Where a , a and r stand respectively for the 
1 5 

standard deviations of q and q and the 
4 1 5 5 

correlation coefficient between them. Thus 

(4) can be written as 

(1- q )(1- q )+raa, 
4 1 5 5 1 5 

and after substitution in (3), 

E( L ) = (I + 
I 

+ ra a ) (5) 
5 5 2 5 10 1 5 

which for r >0 has an upward bias. Thus, 

which is obtained by summing the Lx values 

will have a tendency to overestimate the actual 
life expectancy. While such was not the case 
when the model life expectancies were compared 
with those derived from the life tables 
developed by Gabriel and Ronen, the explanation 
lies in the fact that their life tables were 

different from the UN model life tables in that 
the former were derived by assuming a linear 

relationship between consecutive nqx values, 

whereas the estimation formula was assumed 
to be quadratic in the latter. 

There is at least one other fact that has 

so far remained in the dark and this is concern- 
ed with the efficiency, or lack of it, of the 

methods used in the construction of UN model 
life tables as well as Mitra's model fertility 
tables. While it may be true that the cor- 

relation between 
nqx +n 

and nqx is higher than 

that between 
nqx +n 

and other q values preceding 

the efficiency of the estimate of 
nqx +n 

from nqx is questionable when the latter, in 

turn, is estimated from the q value preceding 
it and so on. As an example, consider the 
following where, for reasons of simplicity, 
the relationship between the q values, has 
been assumed as linear. Thus, 

q =a + b ( q ) (6) 
4 1 1 1 1 0 

q =a + b ( q ) (7) 
5 5 5 5 4 1 

where the variables on the left hand side of the 
equation are the expected values and those 

with as superscript indicate the observed 
values. If q is estimated from q which, in 

5 5 4 1 
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turn, is estimated from the initial value of 
q , then (7) can be written as 

1 0 

= a + b a + b b ( q) (8) 
5 5 5 1 5 1 1 0 

It is easy to see that (7) and (8) will produce 
identical results for all values of only 

when the q and q are perfectly correlated. 
1 0 4 1 

Further, (8) expresses q as a linear function 
5 5 

of which will generate best estimate of the 

former only when the expression coincides with 
the linear regression of q on q obtained 

5 5 1 0 

by the method of least squares. The residual 
or the error sum of squares in the latter 
case is proportional to 

1 -r2 
05 

and for (8), which of course is an unbiased 
estimator, the residual sum of squares is 

(9) 

where 

(1-r2 ) + (r 
05 05 

-r 
01 

r )2 
15 

(10) 

r = corr ( q and q ) 

01 1 0 4 1 

r = corr ( q and q ) 

05 1 0 5 5 

r = corr ( q and q ) 

15 4 1 5 5 

Thus, unless r r r , (8) will be an 
05 01 15 

inefficient estimator of q than the one 
5 5 

provided by the straightforward regression of 
5 

5 
on From these results, it is quite 

apparent, that the consistent use of the initial 

parameter to estimate the remaining parameters 
of the life table is still the best, no matter 
how low the correlation gets with increase in 

the age difference and no matter how high the 
correlation is between two consecutive 
parameters. This provides the statistical 
justification of the life tables constructed by 

Gabriel and Ronen as well as those by Coale 
and Demeny. 

However, Coale and Demeny's choice of 

as the initial parameter has more than one 
oddity as they themselves have acknowledged. 
But they do not seem to realize that the treat- 
ment of nqx or log as dependent upon 
o 

e10, is a statistical manipulation that cannot 

be justified on logical grounds. In fact, the 
use of 1q0, but not any nqx, to estimate the 

rest, seems to be perfectly logical, at least 
in a generational life table, for which q 

precedes in time, and therefore, can be re- 
garded as a determiner of the remaining nqx 

x 

values. From that point of view, any nqx can be 

regarded as dependent upon any, a few, or all of 



the preceding and not vice versa. 

It can similarly be argued that since e , 

even in a cross -sectional life table, can be 
obtained only when all nqx values, beginning 

at x equal to 10 are available, any definition 
of the latter as dependent upon the former 
suffers from a logical absurdity. Further, 
Coale and Demeny's use of the regression of 

nqx 

on 
o 

e one end, that of log nqx on eio at 

the other, and the average of the two regres- 

sions in the middle of the continuum does not 

seem to have been based on sound logical or 
technical principles. Such a solution to the 

problem of achieving better fit is neither 
unique, nor does it follow from a theoretical 
model. One could as easily divide the range 

of e into three or four sections and fit a 

linear regression for each of these, as for 

these sub -sections, the correlations would 
definitely turn out to be even higher to 
justify such a procedure. There is one other 
point that should also be mentioned in this 

context. The authors do not seem to be con- 
cerned when the nqx values so obtained could 

not reproduce the initial e that was the 
10 

principal, if not the sole pivot of the entire 
structure. On the other hand, they are satis- 
fied with the observation that the linear 

regression of calculated e on q fits the 
n x 

observed even better. 

These authors have omitted from their 
study, an analysis of the intercorrelations of 

for the four regional categories, although 

they have done so for the log (ngx)'s. The 

reason for such omission is not clear, but it 

seems that those intercorrelations, if obtained, 
would have been higher than the corresponding 
values of the regions combined into one group, 
and would have justified the development of 
regional tables following the method outlined 
by Gabriel and Ronen. 

3. Mathematical Models 

The controversies about the dependence 
independence relationship, or about the selec- 
tion of the appropriate regression model are 
somewhat unavoidable as long as attempts to 
settle the issues revolve only around statis- 
tical relationships. The soluntion of this 
problem seems to rest, therefore, on the 
development of mathematical models that can 
describe the vital rates or functions thereof 
with reasonable accuracy, and when the formula- 
tion of such models is based on the observable 
characteristics of these variables. Such 
models were proposed in the past by Gompertz 
(1825), modified later by Makeham (1860) and 
Perks (1932) in the area of mortality, as well 

as by Wicksell (1931) and UN (1963) for the 
graduation of age- specific fertility rates. 
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Needless to say that these models were proven 
to be somewhat less than adequate and others 
were proposed for the graduation of life table 
functions (Mitra, 1965) and of age- specific 
fertility rates (Mitra, 1967). The latter model, 
tried specifically on the Canadian data was 
found to be quite satisfactory (Mitra and 
Romaniuk, 1973). All of these models are 
expressions of the functions of vital rates 

as functions of the most important variable in 

the area of vital rates, namely, age. 

For the fertility rates, it was observed 

that their pattern of variation with age re- 
sembles the mathematical form of that of 

Pearson's Type I, and under certain plausible 

assumptions, the number of unknown parameters 
of this function can be reduced to two or 

even to one which renders the model very useful 

in cases where such data are lacking. Mortality 

rates or other life table functions derived 

therefrom are somewhat difficult to graduate, 

however, a polynomial approximation of the 

logarithm of life expectancy was found to be 

quite adequate. In fact, a quadratic function 
of age, determined by an initial value of 

, and an independent estimate of the maximum 

value of the life expectancy and the correspond- 
ing age (usually less than 5) were found to be 

sufficient for developing the series of ex 

values (Mitra, 1971), and these can then be used 
to generate the entire life table. Experiments 
with a few male model life tables (UN, ibid) 

demonstrated the usefulness of this method. 

Presumably, the goodness of fit will improve 

even further, if the life tables are classified 
into homogeneous groups, as Coale and Demeny 

did for developing their series of model tables. 

Graduation formulas for other life table 
functions like force of mortality (Ux) or the 

number of survivors at age x are yet to be 

discovered. Because of the difficulty of inte- 
grating a function that has a polynomial as an 

exponent, such graduation formulas are not 

deducible from the polynomial function found 

suitable for the logarithm of life expectancies. 

This does not imply that the mathematical rela- 
tionships among life table functions should be 
used as criteria for testing the validity of the 
models, even in cases where such mathematical 

operations are difficult to perform. Like any 

other model, the justifications for these models 
should also be derived primarily from the 
logical steps that were used for their theoreti- 

cal formulations, and finally, from the extent 
to which they demonstrate their ability to re- 
produce reality. 

4. Tests for Critical Values 

More important than finding consistencies 
among the mathematical models of different life 

table functions are several tests that can be 
used to determine the validity of a life table. 

Preliminary tests can be made by comparing the 
values of a life table function with the general 



pattern that is quite well known. Not so well 
known are some properties possessed by the life 

table functions, e.g., the expectation of life 

attains a maximum value at an age (usually 
before 5) where its reciprocal is also equal 
to the force of mortality (Mitra, 1971). In 

general, this age is less than the age at which 
the force of mortality assumes its minimum value 
which in turn is less than the age at which 
the life table survivorship function has a point 
of inflection, or where its first derivative 
assumes a maximum or a negatively minimum value 
(Mitra, 1973). The significance of these 
three optimum values of the life table func- 
tions and their interrelationships need hardly 
be stressed in judging the adequacy of model 
life tables. 

As is customary in such cases, estimates 
of life table functions obtained either by cor- 
relations or from mathematical models will be 

subject to sampling errors. For the mathe- 
matical models, the parameters will have to be 

estimated from an available set of life tables, 
usually by the method of least squares, and 
as a result, the sampling error of the estimate 
of any life table function will be determined 
by the sampling errors of these parametric 
estimates. Derivations of these estimates will, 
however, be approximate in most cases, as dem- 
onstrated in the following example where the 
mathematical model is given by 

loge = a +bx +cx2 (11) 

When a, b and c are determined by the method of 

least squares, the variances of loge( can be 

obtained for each x, and from the approximate 
relation that 

V{f(x)) V(x){f'(x)x=E(x))2 (12) 

V(loge (13) 

o 

substituting observed ex for the expected value. 
Similarly, 

dx 
Again, log eTx 

e 
x 

(14) 

(15) 

Therefore, 

2 

V(loge Tx) = V(éx) (16) 

de e 
x x 

Now 

d -dx d -dx dx 

déx 

j 

e 
x 

dx éx déx 

o 

dex 
1 

e 
x 

dx éx(éxux-1) 
(17) 
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1 dlx 
Where = - 

dx 
is the force of mortality. 

I 

x 

Substituting in (16) 

and 

) 

V(log T ) 
2 ex 
(éxUx-1)2 

V(Tx) : Tx2V(IogeTx) 

V(Ix) can be obtained from the relationship 

(18) 

(19) 

V(T ) = ) + (é )2V(I ) (20) 
x x x x x 

by noting that in the difference equation 

o o 

= 
+ (21) 

and can be regarded as independent. These 

and other results similarly obtained can be used 
to test the efficiency of the estimates of 
life table functions. 

5. Summary 

An analysis of the methods used for the 
development of model life tables by the United 
Nations, regional model life tables by Coale 
and Demeny and model fertility tables by Mitra 
revealed certain shortcomings and scopes for 
improvement. The UN model tables were found to 
be biased and lacking in efficiency by Gabriel 
and Ronen who had suggested certain modifica- 
tions. The reasons for some of their deficien- 
cies (also present in the model fertility 
tables), not elaborated by Gabriel and Ronen 

have been developed in this paper. Some of 
the problems associated with the construction of 
the regional model life tables have also been 
outlined, and the advisability of searching 
for justifiable mathematical models have been 
proposed. Such models, developed earlier by 

Mitra in the areas of fertility and mortality 
were found to describe the general pattern of 
these series reasonably well. Since the para- 
meters of the model have to be estimated by 
following statistical procedures, the efficiency 
of any estimate or a function thereof depends 
upon the standard errors of the estimates of 
those parameters. Some of these formulas have 
been obtained for life table functions derived 
from a simple mathematical model proposed earlier 
for the construction of model tables. 
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SOME DYNAMIC INDICATORS OF NEIGHBORHOOD CHANGE: A CASE STUDY 

Eric G. Moore, Queen's University 
Stephen Gale, University of Pennsylvania 

1. INTRODUCTION 

Social indicators serve a number of 
different functions in the analysis of 
social policy, the description of social 
change and social reporting for admini- 
strative purposes (Land, 1972). Although 
much of the current literature concerns 
broad regional and national interests, 
there is also a need to develop indica- 
tors at the local or neighborhood level. 
Many planning and policy decisions con- 
cerned with actions such as zoning or 
the location of public facilities need 
both sounder background evaluation and 
subsequent monitoring, procedures which 
would benefit from the development of 
appropriate indicators. 

Data inputs to planning and policy 
activities serve three main functions: 
(1) to provide basepoint information such 
as the need for specific services; (2) to 
generate insights regarding processes 
thereby providing a greater understanding 
of the way in which a given problem 
arises or changes; and (3) to provide a 

basis for evaluation of the impact of de- 
cisions. Our particular concern in this 
paper is with data relating to population 
composition and housing. All too often, 
the decennial census is the only source 
of such data available to the planner. 
Unfortunately, the Census can only serve 
the first of these three functions ade- 
quately; both the time between successive 
censuses and the inability to link indi- 
vidual records longitudinally greatly re- 
stricts its value in explanation and 
evaluation. 

In this paper we demonstrate the 
potential value of comprehensive micro - 
level longitudinal files for neighborhood 
analysis. Such files permit the identi- 
fication of the sets of transactions 
which underly the changes in population 
and housing characteristics and thereby 
provide planners with a basis for assess- 
ing the extent to which changes in such 
characteristics are responsive to public 
actions. Essential to the development 
of this argument is a conceptualization 
of change processes at the local level. 
Such a framework was established in an 
earlier paper (Gale and Moore, 1972) and 
we reproduce its basic elements in Figure 
1. The most important points are (i) the 
concept of an occupancy pattern which is 
the specific assignment of households 
with given characteristics to dwellings 
with given characteristics (the A matri- 
ces), and (ii) the differentiation be- 
tween changes in occupancy which arise 
from residential mobility (the M matri- 
ces) and the changes due to demographic 
processes and structural modification 
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which take place in units which do not 
experience a household relocation (the S 

matrices). Our purpose here is to apply 
this conceptualization to a specific 
problem, namely the analysis of changes 
in the degree of overcrowding in one 
neighborhood in Wichita, Kansas. 

2. ANALYSIS 

2.1 The Definition of Overcrowding 
A very simple definition of over- 

crowding is adopted to keep the amount 
of computing to a minimum. Although 
Federal guidelines contain far more com- 
plex definitions (taking into account 
sex, age, and relationships of all mem- 
bers of the household), this simplified 
procedure is sufficient in exploring the 
relative contribution of different trans- 
actions to change in overcrowded units. 
In the subsequent analysis, the following 
situations are defined as being over- 
crowded: 

i) a one -bedroom dwelling containing 
three or more persons 

ii) a two -bedroom dwelling containing 
four or more persons 

iii) a three -bedroom unit containing five 
or more persons. 

Dwellings with four or more bedrooms were 
excluded from the analysis. 

2.2 Data 
The necessary data were obtained 

from the annual enumeration of population 
and housing of Wichita -Sedgwick County 
Metropolitan Area, Kansas in 1971, 1972 
and 1973 (for a full description of these 
files, see Gschwind (1973)). The enumer- 
ation includes all dwelling units in the 
county and records a wide range of data 
for both the dwelling unit and the occu- 
pant households; these data are recorded 
in such a way that specific dwellings and 
households can be linked in successive 
years thus permitting the detailed docu- 
mentation of change. 

This illustrative study focuses on 
one small area comprising four census 
tracts (15, 27, 28, 29) just to the west 
of the central business district. Its 
population is white lower middle class 
living mainly in single family homes. 
During the first year (1971 -2) the degree 
of overcrowding remained stable but 
dropped markedly in the second year (1972 
-3). However, even in the first year, 
different components of the system affec- 
ted overall overcrowding in different 
ways and it is important to realize the 
ways in which these components are in 
balance. 

In each year it is possible to as- 
sign each dwelling unit to the categories 



DECREMENTS BY 
OCCUPANCY CLASS 

D(t) 

OCCUPANCY PATTERN 
AT TIME t 

A( t) 

DWELLINGS NOT EXPERIENCING 
OCCUPANCY TRANSFER BY 

OCCUPANCY CLASS 

S(t) 

MATRIX OF OCCUPANCY 
CHANGES 

F(t) 

ADDITIONS BY 
OCCUPANCY CLASS 

B(t) 

NEW OCCUPANCY PATTERN FOR 
DWELLINGS NOT EXPERIENCING 

OCCUPANCY TRANSFERS 

S *(t) 

OCCUPANCY PATTERN 
AT TIME t +1 

A(t +1) 

DWELLINGS EXPERIENCING 
OCCUPANCY TRANSFER BY 

OCCUPANCY CLASS 

M(t) 

MATRIX OF OCCUPANCY 
CHANGES 

G(t) 

NEW OCCUPANCY PATTERN 
FOR DWELLINGS EXPERIENC- 
ING OCCUPANCY TRANSFERS 

M *(t) 

FIGURE 1: SOURCES OF CHANGE IN THE OCCUPANCY 

PATTERN OF A NEIGHBORHOOD 

"overcrowded" (0) or "not overcrowded" 
(NO) according to the definition in 2.1; 
from this assignment the occupancy mat- 
rices can be constructed in the form 
shown in Figure 2. The set of occupancy 
matrices for the years 1971 -2 and 1972 -3 
corresponding to the conceptual framework 
in Figure 1 are set out in Figure 3. The 
change matrices F and G are not reproduc- 
ed here for lack of space but are avail- 
able on request. 
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Owned 
Units 

Rented 
Units 

NO 

1 bedroom 7 158 

2 bedroom 182 1171 

3 bedroom 151 498 

1 bedroom 62 591 

2 bedroom 170 528 

3 bedroom 88 113 

FIGURE 2: INITIAL OCCUPANCY MATRIX 

FOR 1971 



A(1971) 

NO 

Owned Units bedroom 7 158 
2 bedroom 182 1171 
3 bedroom 151 498 

Rented Units 1 bedroom 62 591 
2 bedroom 170 528 
3 bedroom 88 113 

D(1971) S(1971) M(1971) 
2 6 143 1 13 

2 12 164 1090 16 69 
8 142 470 9 20 

1 19 23 309 38 263 
3 7 76 299 91 222 

57 67 31 46 

B(1971) S*(1971) M*(1971) 
0 4 6 144 5 21 

8 28 166 1074 10 72 

3 12 138 474 5 35 

14 52 31 314 53 281 
5 28 97 278 62 213 
8 8 55 69 27 53 

11 169 
184 1174 
146 521 

98 647 
164 519 
90 130 

D(1972) S(1972) M(1972) 
5 145 5 24 

2 7 164 105,9 18 108 
1 2 133 468 12 51 

4 12 26 297 68 338 
3 5 100 285 61 229 

50 77 39 50 

B(1972) S*(1972) M*(1972) 
4 138 3 28 

0 8 144 1096 16 112 
0 7 125 494 12 40 

2 49 16 296 35 377 
3 21 110 281 55 241 
0 2 35 75 25 57 

A(1973) 
8 165 

160 1216 
137 541 

53 722 FIGURE 3: SOURCES OF CHANGE 
168 543 IN OCCUPANCY 
60 134 PATTERN FOR OVER- 

CROWDED UNITS 
1971 -3 

383 



2.3 Components of Change in Overcrowding 
Shifts in the overall pattern of 

overcrowding arise from the four elements 
identified in Figure 1; from demolitions, 
from new construction, from residential 
mobility and from changes in the stable 
population. From the planning viewpoint, 
it is desirable to develop measures of 
the impact of these four processes. At 
the simplest level we can identify the 
proportion of overcrowded units in each 
component of change as is done in Figure 
4. From this representation it is seen 
that each process acts in different ways. 
Both demolition and construction seem to 
possess little consistency from one year 
to the next reflecting the locational 
specificity of decisions in this sector. 
The relative behavior of the S and M mat- 
rices is more revealing; in both years, 
the dwellings experiencing occupancy 
transfers exhibited noticeably greater 
reductions in overcrowding than those 
which did not. This might lead to the 
inference that it is mobility which is 

the most important component of change 

but such a conclusion requires more crit- 
ical analysis. 

In the previous paper (Gale and 
Moore, 1972, p. 258), we defined rates 
of change for each occupancy class due 
to each of the four elements. Using the 
notation that a.k represents the number 
of observations in cell jk of the mat- 
rix A, (in this study, for example, all 
(1971) has the value 7 representing the 
number of overcrowded units in 1 bedroom 
owned units at the beginning of the 
period, 1971 -2) we define the following 
proportionate rates: 

i) due to demolitions: djk /ajk jk 

ii) due to additions: bk /ajk = jk 
iii) due to occupancy transfers: 

(m *jk -mjk) /mjk jk 
iv) in the remaining stock: 

(s *jk- 
a 

jk 
The composite rate for iii and iv), 
Aik is the rate of change in that part of 
the stock unaffected by construction ac- 
tivity and is defined by 

ajk + (1- 

A1971 - 18.4% 

D- 11.2% S-17.0% M-23.7% 

B-22.3%, S*-17.8%, 19.0% 

A1972-18.3% 

D-29.2% S-17.4% M-20.3% 

B-6.4% I5.8% 

41973 -15.5% 

OVERCROWDED UNITS FOR EACH COMPONENT - 
CENSUS TRACTS 15,27,28,29 

Figure 4 
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Parameter Y 

Year 1 2 1 

a 

2 1 2 1 2 1 2 1 2 

Structure 
Type 

1 * * 090 * * * * * * * * 

Owned 2 -011 -011 044 * -375 -111 012 -122 088 099 -022 -121 
3 * -007 020 * * * -028 -060 060 083 -052 -055 

1 -016 -041 226 020 395 -485 350 -385 613 723 377 -457 
Rented 2 -018 -018 030 018 -320 -098 278 100 535 379 -047 024 

3 * -011 091 * -129 -359 -035 -300 352 438 -068 -326 

All Owned -006 -011 032 001 -231 -114 -006 -096 076 103 -023 -098 

All Rented -012 -022 084 014 -113 -315 173 -085 500 488 030 -197 

All Units -009 -017 043 009 -129 -232 053 -092 282 298 002 -134 

* 
insufficient observations tdecimal point omitted 

TABLE 1: PARAMETER VALUES FOR COMPONENTS OF CHANGE, 1971 -2 AND 1972 -3 

Mobility Rate 

Fraction 
Becoming 

Overcrowded 

NO NO 

Structure Type 

1 * 082t 
Owned 2 088 059 308 100 

3 060 040 * 187 

1 613 444 281 102 
Rented 2 535 424 152 180 

3 352 408 364 235 

All Owned 076 056 286 133 

All Rented 500 378 225 147 

All Units 282 210 234 145 

* 
insufficient observations 

tdecimal point omitted 

TABLE 2: DIFFERENTIAL IMPACTS OF MOBILITY 

FOR OVERCROWDED (0) AND NOT 

OVERCROWDED (NO) UNITS, 1971 -2 
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where is the mobility rate of occu- 
pancy class jk. The values of y, 6, a, 

e, x for overcrowded units by struc- 
ture type for 1971 -2 and 1972 -3 are given 
in Table 1. 

The parameter values in Table 1 pro- 
vide a more critical perspective on the 
nature of change. It shows that although 
the total number of events involved in 

the demolition and construction processes 
are relatively small, they are critical 
if the changes generated by mover and 
nonmover households are in balance; such 
was the case in the first year with the 
building activity resulting in an overall 
3.4% increase in overcrowded units and 
the other two elements essentially can- 
celled each other out. In the second 
year, however, there was both a reversal 
of the impact of nonmover households re- 
sulting in a reduction in overcrowded 
units and an increased rate of reduction 
in overcrowding due to mobility. These 
two effects result in 13.4% decrease in 

overcrowded units as against a 0.8% re- 
duction from the building sector. From 
a planning perspective, perhaps the most 
important point is that the major effects 
are found in the rented sector. In par- 
ticular, 1 bedroom rented units possess 
large changes for all parameters in the 
direction of reduced overcrowding. Such 
an observation would suggest that this 
particular sector of the market should 
be examined in greater detail to deter- 
mine if a single apartment block or lo- 
calized set of units are the ones most 
responsible for the change and, if so, 
the specific reasons for these effects. 

The relationship between population 
mobility and overcrowding is of particu- 
lar importance given the large changes 
which are effected in the study area 
through mobility. Two further questions 
are of interest here. Are overcrowded 
units more likely to experience a house- 
hold relocation than those which are not 
overcrowded? Once a relocation takes 
place, is an overcrowded unit more likely 
to be overcrowded with its new occupants 
than one which was originally not over- 
crowded? Table 2 provides a comparison 
of mobility rates and of the proportion 
of units overcrowded after relocation 
for each occupancy class for 1971 -2. 
From this we can see that overcrowded 
units, in general, are subject to higher 
levels of mobility, but that there is a 

much greater likelihood of an overcrowded 
unit remaining overcrowded after a new 
household moves in for almost every stru- 
cture type. Given these counteracting 
tendencies, the precise role of mobility 
is still indeterminate. Further analysis 
is required, the most promising direction 
being to distinguish dwelling units on 
the basis of condition, the inference 
being that it is the overcrowded poorer 
units which are more likely to remain 
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overcrowded. 

3. CONCLUSION 

The material presented in this paper 
is illustrative and the specific para- 
meters only refer to one area for a short 
period of time. Perhaps of greater in- 
terest is the degree to which these par- 
ameters vary over different neighborhoods 
within a city. For example, the study 
area is characterized by an older popu- 
lation which appears to be in the process 
of "thinning out ". A systematic examin- 
ation of these parameters for rooming 
house areas or for upper income suburban 
neighborhoods would undoubtedly tell us 
more about the dynamics of small area 
change within a metropolitan area. How- 
ever, even within the limited context of 
this study, we have identified important 
differences in the contribution of var- 
ious processes to changes in overcrowding. 
The types of files available in Wichita 
permit identification of specific sectors 
in which change is occurring most rapidly 
and which deserve more detailed examina- 
tion from the planner. The development 
of such files and the search for dynamic 
indicators in a wide variety of problem 
areas offers much promise for improvement 
of the base for planning decisions. 
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AN EVALUATION OF THE INFLUENCE OF RESIDENCE HALL LIFE 
STYLE ON A CHANGE OF COLLEGE STUDENT'S ATTITUDES 

Marilyn Nouri, Oneonta, New York 
Ted Walbourn, School Psychologist, Baldwinsville, N.Y. 

1. Introduction 
Residence hall living on college campuses 

has changed considerably in the last decade. 
In order to keep residence halls filled, it has 
been necessary to adapt to rules and regula- 
tions of the modern college student. At the 
same time, colleges have been concerned with 
the effect of the relaxing of controls on student 
attitude and behavior. 

Little research has been done on the influe- 
nces of residence hall living on the student, 
particularly in the area of comparison of various 
styles of residence hall living. Much of the 

literature indicates the importance of the envi- 
ronment on the student. The interaction of the 
student with his physical, social and psycho- 
logical environment does much to influence his 
perception of self and the world around him. 
( French, 1963 ;Baker,1966;Mirande,1968;Pace 
and Stern,1958;Pervin,1967) 

This study will investigate the influence of 
style of residence hall living on change in stu- 
dent's attitudes in three specific areas: prema- 
rital sexual behavior, concept of self, and 
male -female interaction. These three topics 
were chosen because of much of the criticism, 
both negative and positive, of residence hall 
living revolves around these areas. Much of 
the controversy is over coeducational living. 
On the positive side it is claimed that it impro- 
ves the quality of male -female interaction, that 
many brother -sister relationships develop, that 
it is a more natural environment and that the 
student is better prepared to face the "real world" 
when he graduates. On the negative side it is 
stated that coeducational living causes an inc- 
rease in promiscuity, little studying is done and 
a general breakdown of moral values. 

Previous research gives some insight into 
which of the above views might be more accurate. 
Changes of attitudes regarding premarital sexual 
behavior has been most exhaustedly researched 
but not as it relates to coeducational living. 
Studies indicate that individual's attitudes lib- 
eralize regarding sex as they go through the 
courtship process until they marry and have chi- 
ldren (Reiss,1967; Mirande,1968). There has 
been some liberalization of sex codes in the 
last few years. 

Male- female interaction in adolescence has 
been studied mainly as it relates to dating. 
Lowrie (1951) found that students date for four 
reasons: (1) mate selection, (2) recreation, (3) 
anticipatory socialization, and (4) adult role 
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clarification. Coeducational living might bring 
similar results. The changing of One's self con- 
cept is also highly related to one's reference 
groups. Residence hall living is only a small 
part of the total college environment that one 
experiences when he goes away to school. 

It is reasonable to assume that attitudes of 
students do change while they are in college. 
Individuals are constantly going through the soc- 
ialization process in what is called continuing 
socialization. When a student comes to college, 
he is removed from his home environment and put 
into quite a different situation. He is given new 
knowledge by professors; he is constantly surro- 
unded by peers whose ideas and behavior patterns 
may be very different from those he has experie- 
nced in the past. The college environment usually 
provides a new freedom away from parental sup- 
ervision that the individual has not experienced 
before. Due to the trend away from close super- 
vision by college officials , the student is much 
more free to set his own regulations regarding 
personal behavior. Whether or not living in one 
residential life style or another will add to the 
changes is difficult to hypothesize. Attitude 
change is a very complex process resulting from 
many factors and whether this single factor is 
significant enough in itself is not known. The 
following three general hypotheses were deline- 
ated: 
1. There is a significant change in attitudes from 
freshman to the senior year in college. 
2. There is a significant difference in attitudes 
among students who choose one life style over 
another. 
3. The degree of change in attitudes in one sem- 
ester will be significantly related to the life style 
in which one is living. 
Attitudes here has been broken down into three 
specific areas - premarital sexual behavior, con- 
cept of self, and male -female interaction. 

2. Method 
The sampled population consists of the resident 

students at one of the two year colleges of the 
State University of New York. A stratified random 
sample of 300 students was selected from the 
college housing listing (a sampling fraction of 
20 %). The criteria for stratification consisted of 
class standing, sex, and residence hall life style. 
The three residence hall life styles that were co- 
mpared in this study were: 
1. one -sex dorms: all of the students in the bui- 



lding were of one sex. There were no female 

one -sex dorms. 
2. coed by wing dorms: one wing of the building 

contained males, the other wing, females. Visi- 
tation between the sexes was not allowed after 
midnight. 

3. coed by suite dorms: one suite of a residence 

hall was occupied by males and down the hall a 

neighboring suite was occupied by females. 

There were no restrictions on visitation. The 
response return to the questionaire first admin- 
istered in September 1971 was 75 %. The follow - 
up study was administered at the end of the fall 
semester with response return of 50% of the 
original sample. 
Operational measures of specific concepts 

have been developed. It is assumed that if a 
relationship can be established between opera- 
tional measures, then this is evidence that a 

relationship exists between the concepts they 

are measuring. This can only be assumed if the 

operational measures do measure the concepts be- 

ing studied. Evidence of a relationship, then, 
is support for the general and empirical hypo- 
theses. Paired t -test and analysis of variance 
were used to test the relationships. 

The questionaire used in the study is a com- 
bination of Pervin's Instrument for Transaction- 
al Analysis of Personality and Environment and 
Riess's Scale of Premarital Sexual Permissive- 

ness. Nine characteristics related to social 
behavior were chosen from Pervin's scale to give 
a composite self concept and were used to mea- 

sure a degree of change in that concept. Reiss's 
scale is composed mainly of questions with six 
alternative answers to measure strength of atti- 
tudes regarding premarital sexual permissiveness. 
The authors added questions used for background 
information about each subject and questions to 

determine attitudes regarding male -female inter- 
action, Degree of certainty scaling was used to 
measure this area. 

3. Results 
Ta s to five show the results of the 

statistical analysis. The results indicate lit- 
tle change in attitudes. Change from the fresh- 
man to senior year in college occurred in only 
two areas. The freshmen women had significantly 
less permissive attitudes regarding premarital 
sexual behavior than did senior women. However, 
by the time of the follow -up study, the signif- 
icant difference had disappeared. The other 
difference was found between freshmen and senior 
men. Male freshmen consider themselves to be 

significantly less comfortable with the opposite 
sex than do senior males. This difference also 
disappeared by the time of the follow -up study. 

When attitudes were compared by life style 
among freshmen women, senior women, freshman 
men and senior men, only one significant differ- 
ence was found.(See Table II) Freshmen women 
living in the coed by wing dorm were found to be 
significantly less comfortable with the opposite 
sex than were freshmen women living in the coed 
by suite dorm. 

The comparison of change in attitudes after 
having lived in the residence halls indicated 
different results.(See Table III) Somewhat un- 
expected results came out of the change of atti- 
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Table I 

CHANGES IN ATTITUDES FROM FRESHMAN TO SENIOR YEAR 
IN COLLEGE. (t -test) 

Before After 
Regarding self 

All students 0.3405 

Regarding premarital sexual 
behavior 

All students 1.7847 0.5824 

Females 2.5518* 1.0925 
Males 0.1913 0.2867 

Regarding male -female inter- 
action 

All students 1.3205 
Females 0.6824 
Males 1.9739* 0.7980 

*Significant beyond the 5% level of confidence. 

Table II 

DIFFERENCES IN ATTITUDES AMONG STUDENTS LIVING IN 
VARIOUS LIFE STYLES. (mean vales and analysis of 
variance) 

Regarding selfl Mean F Value 
All students 1.3075 
Coed by suite 32.3333 

Coed by wing 29.6938 
All males 32.1290 

Freshman females 0.0002 

Coed by suite 28.6875 
Coed by wing 28.7368 

Freshman males 0.9872 

Coed by suite 36.0000 
Coed by wing 31.2000 
All males 33.6000 

Senior females 0.0567 

Coed by suite 31.7777 
Coed by wing 30.9090 

Senior males 0.5220 

Coed by suite 32.7333 
Coed by wing 28.5555 
All males 

Regarding premarital sexual 

30.7500 

behavior 2 
All students 2.1121 

Coed by suite 8.2923 
Coed by wing 7.3469 
All male 8.4687 

Freshman females ,.0605 
Coed by suite 6.2352 
Coed by wing 6.0000 

Freshman males 1.6722 
Coed by suite 9.6250 
Coed by wing 9.1000 
All males 8.1250 

Senior females .3243 
Coed by suite 8.1764 
Coed by wing 7.5454 

Senior males .7849 
Coed by suite 9.3333 
Coed by wing 8.0000 
All males 8.8125 (con'd) 



Table II, continued. 

Regarding male -female inter - 

students 
Coed by suite 
Coed by wing 
All males 

Freshman females 
Coed by suite 
Coed by wing 

Freshman males 
Coed by suite 
Coed by wing 
All males 

Senior females 
Coed by suite 
Coed by wing 

Senior males 
Coed by suite 
Coed by wing 
All males 

1The higher the mean value 

çonsider 
themselves to be. 

The higher the mean value 
the attitudes. 
The higher the mean value 
they are with the opposite 
*Significant beyond the 5% 

1 

2 

1 

2 

1 

Mean F Value 

1.6657 
17.0000 
1 8.1836 
0.1875 

1 

6.2243* 
2.1058 
8.6842 

2 

0.0136 
1.7647 

2 2.2000 
1.7500 

1 

0.0078 

4.6363 
0.3381 

14.3333 

19.6666 
17.0000 
18.6250 

the more sociable they 

the more permissive 

the less comfortable 
sex. 

level of confidence. 

tudes regarding self. Senior women living in the 

coed by wing dorm became significantly less posi- 
tive in their concepts of themselves, as did 
freshman and senior men living in the all male 
dorm. It is possible that the measure of self 
concept is inaccurate. The measure of self con- 
cept was developed from the discrepancy scores 
and it may not be valid to use it to measure 
change in self concept. 

In attitudes regarding premarital sexual behav- 
ior the only change that took place was among 
freshman females in the coed by wing dorm. That 

group changed to become significantly more liber- 
al in their attitudes regarding premarital sexual 
behavior than before the experience. However, 

when they were compared to the freshman females 
living coed by suite after the experiment, no dif- 
ferences were found. 

In attitudes regarding male -female interaction, 
again the only group that changed significantly 
were the freshman females in the coed by wing 
dorm. They changed in the direction of being 
more comfortable with the opposite sex. However, 
even with the change in attitudes, they were 
still significantly less comfortable with the op- 
posite sex than were freshman girls living in the 
coed by suite dorm. 

It appears that life style has little relation- 
ship to attitudes and attitude change. There are 
very few differences betweeen the groupings when 
they move into the life style and it causes very 
few changes. The only significant explanable 
difference is the freshman females in regard to 
male -female interaction. If girls are less com- 
fortable with men they tend to choose to live in 
coed by wing dormitories. Coed by wing living 
helps to make them more comfortable with men but 
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Table III 

DIFFERENCES IN DEGREE OF CHANGE IN ATTITUDES AMONG 
VARIOUS LIFE STYLES. (Paired t -test) 

Degree of change among life styles --Self 

Coed by suite 
Freshman females 0.0666 

Senior females 0.8834 
Freshman males 0.9472 
Senior males 1.8944 

Coed by wing 
Freshman females 
Senior females 
Freshman males 
Senior males 

All male 
Freshman males 
Senior males 

Degree of chane among life 
sexual attitudes 

Coed by suite 
Freshman females 
Senior females 
Freshman males 
Senior males 

Coed by wing 
Freshman females 
Senior females 
Freshman males 
Senior males 

All male 
Freshman males 
Senior males 

1.7145 
3.0596* 

1.4384 
1.4743 

1.8047* 
2.4861* 

styles -- Premarital 

1.6898 
1.0895 
1.1423 
1.3193 

2.2641* 
0.0000 
0.0000 
0.0000 

0.0804 
0.7992 

Degree of change among life styles -- Male -female 
interaction 

Coed by suite 
Freshman females 0.0652 
Senior females 0.0719 
Freshman males 0.0272 
Senior males 0.6629 

Coed by wing 
Freshman females 
Senior females 
Freshman males 
Senior males 

All male 
Freshman males 
Senior males 

2.0909* 
1.7634 
0.8310 
0.5143 

1.2043 
0.1833 

*Significant beyong the 5% level of confidence. 

not to the level of the freshman girls living coed 
by suite. 

It was stated in the theoretical orientation that 
coming to college may put the students into a new 
environment which will cause attitude change. 



Whether or not this in fact happens depends upon 
the groups of students and the attitude being 

analyzed. The male sub -culture has apparently 
already given males a liberal outlook on premari- 

tal sexual behavior so that the college experience 
causes no further significant liberalization of 
values. On the other hand, the college experi- 
ence does change the attitudes of the female re- 

garding premarital sexual behavior. She becomes 

significantly more liberal in her views within 
one semester. 
The college experience also helps both sexes to 

feel more comfortable with the opposite sex. 
Freshman men differed significantly from senior 
men in this respect but the difference had disa- 
ppeared by the follow -up study. Life style 

appeared to have no effect on this change. Only 
freshman girls living coed by wing felt signifi- 
cantly less comfortable with men before the study; 
this situation imporved by the follow -up study, 
but not to the level of the coed by suite fresh- 
man girls. 

No meaningful analysis of the college experi- 

ence's effect on self can be made since the re- 
sults follow no particular pattern. 

4. Summary 
Change in attitude did take place. The college 

experience did cause men to become more comfor- 

table with the opposite sex and women to devel- 
op more liberal sexual attitudes. Freshman men 

already had such liberal sexual attitudes that 

there was little room for change. The place of 
residence played little or no significant role in 
these changes. Freshman girls who chose to live 

coed by wing dorm were significantly less comfor- 

table with the opposite sex than freshman girls 

who chose to live coed by suite and although they 
changed to being more comfortable, they were 
still signifcantly less comfortable than the 
suite girls at the end of the study. Feeling 
comfortable with the opposite sex appears to be 
a selective factor in choice of life style. It 

is possible that if they had been forced to live 
by another life style they would have been much 
less satisfied. 

This research and another part of this project 
not covered in this paper lend support to the 
idea that various kinds of life styles should be 

provided in college residence halls so that the 
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student can choose to live in the style most 
appropriate for his needs and interests. None of 
the life styles investigated contributed to 
changes in student attitudes. 
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THE ADJUSTMENT OF SELECTED FOREIGN STUDENTS ATTENDING IOWA STATE UNIVERSITY' 

Mostafa M. Noury, Westfield State College 

Foreign students' perception and 
attitudes toward selected aspects of the 
host society are major problems affecting 
their adjustment processes. This paper 
reports an empirical study done on two 
groups of foreign students - Indian and 
European students. One purpose of this 
study has been to examine foreign stu- 
dents' perception and attitudes toward 
selected aspects of the host society, and 
to consider the possible consequences of 
these perceptions and attitudes on their 
adjustment processes. To determine if 
differences exist between the two groups 
with respect to perception, attitudes and 
adjustment is the second objective. 

The findings of this study indicate that 
differences do exist between the two 
groups and that European students have 
shown more favorable perception, atti- 
tudes and adjustment to the host society 
than Indian students. Whereas perception 
has been found to be significantly rela- 
ted to adjustment, attitudes fall short 
of statistical significance. Reasons and 
explanation for the unexpected relation- 
ships are given. 

INTRODUCTION 

Today foreign students are not only a 

common sight on campuses and universities 
in the United States, but also due to the 
apparent increase in their numbers in 
recent years, the subject of foreign 
students in the United States has been 
met with concern of both educators and 
social scientists. As a result, efforts 
have been directed toward understanding 
the problems of adjustment resulting from 
their cross -cultural experiences (Smith, 
1956; Barry, 1966). 
The foreign students attending univer- 

sities in the United States, come from 
very diverse social, economic and academ- 
ic backgrounds. They arrive at a campus 
where they encounter new values and 
associations that are different from those 
in their past experience. In order to 
participate in the American society 
foreign students are required not only to 
accomodate but also to adjust to the host 
society. Because of the very diverse 
cultural backgrounds and systems, the 
foreign students find it difficult in the 
beginning to adapt, adjust or conform to 
the norms of the American society. The 
degree of adjustment among individuals 
varies according to their cultural back- 
grounds. Where differences are greatest 
between home and host culture, problems 
of adjustment may be expected to be more 
acute than when differences are slight. 
(Sewell, 1961). 
The present study addresses itself to 

the adjustment of two groups of foreign 
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students attending Iowa State University 
- mainly students from India2, and 
students from Western Europe and Scandi- 
navian countries3. More specifically, 
the main purposes of this study are: 

1. To investigate the relationship 
between selected perceptual and 
attitudinal variables and adjust- 
ment among the aggregate (Indian 
and European students combined) as 
well as similar relationships 
within the individual groups 
(Indian and European groups 
separately). 

2. To determine if differences exist 
between the two groups with respect 
to perception, attitudes and adjust- 
ment. 

DEPENDENT AND INDEPENDENT VARIABLES 

Adjustment 
Adjustment - the dependent variable was 

defined as the response in behavioral 
patterns toward some selected aspects of 
the host society. In order to operationa- 
lize this variable, an index of 24 
quantifiable statements of several 
segments4 of adjustment to the host soci- 
ety was developed. Some statements or 
items were given a five -point continuum, 
others three -points, while others were on 
a two -point continuum. The adjustment of 
the Indian group as well as the European 
group was calculated by adding the scores 
of the 30 individuals in each group over 
the 24 items included in the adjustment 
scale. These 24 items that constituted 
the adjustment scale had a possible maxi- 
mum score of 48 points and a possible 
minimum of 6 points. 

Perception 
Perception as well as attitudes are 

usually inferred from the behavior of the 
individual and are not measured directly. 
The underlying assumption is that the 
individual's response to a statement with 
a positive or negative judgment is a type 
of behavior which can be taken as a mea- 
sure of the perception and the attitudes 
the individual has in regard to the dimen- 
sion of which the statement is a measure. 

In this study perception was defined as 
the means by which people (students) form 
impressions of and, hopefully, understand 
one another (Tannenbaum et al., 1961). 
Four dimensions of the foreign student's 
perceptions of some aspects of the host 
society were developed. These were per- 
ception of work in the United States, 
education in the United States, American 
people, and perception of social life in 
America. Sevens items made up the origi- 
nal measure of perception. While responses 
to six items were based on a five -point 



continuum, responses to one item were 
based on a three -point continuum. The 
seven items that formed the perception 
scale had a possible maximum score of 14 
points and a possible minimum of zero. 

Attitudes 
Using Allport (1935) definition, an 

attitude was defined as a mental and 
neural state of readiness, organized 
through experience, exerting a direction 
or dynamic influence upon the individual's 
response to all objects and situations 
with which it is related. Four dimensions 
of the foreign students attitudes toward 
the host society were undertaken. These 
were attitudes toward: work in the United 
States, education in the United States, 
American people, and attitudes toward 
social life in America. The sixteen items 
that made up the foreign students' atti- 
tudes toward the United States in the four 
areas cited above were ranked on a five - 
point continuum. These sixteen items had 
a possible maximum score of 32 points and 
a possible minimum of zero. 

PROCEDURE 

To achieve the study objectives, a 

simple correlation analysis was applied 
in order to determine the degree of 
association or relationship. The t -test 
for differences between the two groups 
was used to test the hypothesized differ- 
ences between the groups of foreign 
students along the variables investigated. 

SAMPLE 

This study was based on a total sample 
of size 60 male foreign graduate students 
attending Iowa State University. Students 
were selected from two cultural areas; 
i.e., India and West Europe. The sample 
was drawn from a list of the Indian stu- 
dents and the West European students. 
This list was selected from a list compri- 
sing the entire population of foreign 
students attending Iowa State University 
in the Spring Quarter of 1970. The 
population list was compiled from two 
sources. The Foreign Student Advisor's 
list provided the basic listing of foreign 
students at Iowa State. This list was 
supplemented from the records of the 
Admission's Office. The population inclu- 
ded in the sample was drawn randomly as 
follows: 30 Indian students from a total 
group of 63, representing the developing 
countries, and 30 West European students 
out of a total of 51, representing the 
industrialized nations. 

FINDINGS 

Tables 1, 2, and 3 present the correla- 
tion coefficients among the variables 
considered on the aggregate as well as 
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the individual group level. Table 4 

presents results of the t -test for dif- 
ferences between the two groups along 
the variables investigated. 

As can be seen from Table 1, the 
correlation coefficients between favor- 
able perception and adjustment among the 
aggregate group of foreign students were 
significant at the five per cent level 
of probability. Along the four dimension; 
of perception, only the foreign student's 
favorable perception of work in the 
United States was not related to adjust- 
ment (Table 2). On the individual group 
level, whereas the four dimensions of 
perception were not related to adjustment 
among Indian students, perception of 
social life in America was found to be 
related to adjustment among European 
students (Table 2). 
With regard to the expected relation- 

ship between attitudes and adjustment 
among the aggregate, the computed corre- 
lation coefficients showed that no 
significant positive relationships exis- 
ted between these two variables (Table 1). 
Along the four attitudinal dimensions, 
only favorable attitudes toward education 
and adjustment were significantly rela- 
ted (Table 3). On the individual group 
level, the correlation coefficients 
between the four attitudinal dimensions 
and adjustment fell short of statistical 
significance (Table 3). 

Results of the t -test for the differ- 
ence in adjustment between the means of 
the two groups (Table 4) revealed that 
significant differences existed between 
the tvo groups, indicating that European 
students displayed patterns of adjust- 
ment more favorable to the host society 
than Indian students. Significant differ- 
ences also existed between the two groups 
along the four perceptual dimensions 
(Table 4). With regard to attitudes, 
significant differences existed between 
the two groups along three of the atti- 
tudinal dimensions, namely, attitudes 
toward work, Americans, and toward social 
life in America (Table 4). 

DISCUSSION AND CONCLUSIONS 

The first objective of this study was 
to examine the relationships between 
selected perceptual and attitudinal 
variables and adjustment among the aggre- 
gate as well as similar relationships 
within the individual groups. As can be 
readily seen from the data in Table 2, 

three of the four dimensions of percep- 
tion were found to be statistically 
related to adjustment for the aggregate 
of the two groups. However, the data did 
not support the expectation that the 
student's perception of work in the 
United States was related to adjustment. 
This might be due to the smallness of 
the sample size or to the trivial 



relationship between perception and 
adjustment in the case of Indian students, 
which might have depressed the correla- 
tion coefficient for the aggregate of the 
two groups. 
Although three dimensions of perception 

of the United States were found to be 
statistically related to adjustment for 
the aggregate of the two groups, the 
individual group scores fell short of 
statistical significance, except for the 
Europeans perception of social life in 
America which was found to be signifi- 
cantly related to adjustment at the one 
per cent level of probability. This 
latter relationship was expected since 
social life in Western Europe and Scandi- 
navian'countries is to some degree 
similar to that of the United States. As 
to the unexpected relationship between 
perception and adjustment with regard to 
work, education, and Americans, an exami- 
nation of the responses of the two groups 
revealed that European students have 
scored higher than the Indian students on 
all of the perceptual items (Table 5). 
This unexpected relationship might also 
be due to the small sample size as in the 
case of perception of work, a clustering 
at one end of the value continuum as in 
the case of perception of education, or 
the fact that the relationship is in the 
same direction and is cumulative in both 
groups as in the case of perception of 
Americans. 

With regard to the hypothesized rela- 
tionship between attitudes and adjustment 
among the aggregate of the two groups, 
only attitudes toward education in the 
United States were found to be statisti- 
cally supported. This might be due to 
the fact that since both groups were 
deeply involved in the American educa- 
tional system, this exception Might not 
be decisive. The fact that both groups 
saw it rewarding to attend Iowa State 
University might indicate that some 
degree of commonality in attitudes toward 
education could be expected. 

In examining the relationship between 
attitudes and adjustment for each group 
separately, the four attitudinal dimen- 
sions were not statistically supported. 
However, the European students'_ attitudes 
toward Americans and social life in 
America were found to be close to the 
significance level (p .36). This might 
be due to the cultural similarity factors, 
such as European students may find in the 
United States a niche for themselves 
socially and academically, and thus tend 
to express more favorable attitudes to 
the host society, Indian students find 
the United States culturally different 
socially and academically and thus tend 
to express patterns of attitudes toward 
the United States less favorable than 
that of the European students. 
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Three reasons could be stated as 
possible explanations for the lack of 
support of the hypothesized relationship 
between attitudes and adjustment. Firstly, 
the sample size was relatively small, 
secondly, some deficiencies in the measur- 
ing instrument might be involved such as 
relatively few items in certain attitudi- 
nal dimensions, and thirdly was the 
limitation of the study to a narrow 
spectrum of the student population. 

The second objective of this paper was 
to investigate the differences in percep- 
tion, attitudes, and adjustment between 
Indian and European students. The 
aggregated measure of the four dimensions 
of perception showed significant differ- 
ences in perception between the two 
groups. In examining the differences 
between the two groups along the four 
attitudinal dimensions, the findings 
revealed that significant differences 
existed between the two groups in the 
dimensions of work, Americans, and atti- 
tudes toward social life in America. 
Whereas attitudes toward education were 
significantly related to adjustment, no 
significant difference in attitudes toward 
education between the two groups could be 
detected (Table 4). This apparent incon- 
sistency could be explained methodologi- 
cally. If attitudes toward education and 
adjustment were found to be significantly 
related for the aggregate of the two 
groups, while the individual group scores 
fell short of statistical significance, 
this was indicative of accumulative 
condition of this factor. In other words, 
attitudes toward education for both groups 
might be in the same direction. This 
explanation gained support from the data, 
where a clustering was found at one end of 
the value continuum. 
With regard to differences in adjustment 

between the two groups, the measure of 
this variable showed significant differ- 
ences between the means of the two groups. 
This was expected since Western European 
culture is to some degree similar to that 
of the United States, and hence, European 
students displayed patterns of adjustment 
more favorable to the United States than 
the Indian students. 

On the basis of the data presented in 
Tables 1, 2, 3, and 4, it was concluded 
that differences in perception, attitudes, 
and adjustment existed between the two 
groups. The foreign students' perceptions 
of selected aspects of the United States 
were found to be not only related to their 
adjustment to the host society, but also 
European students have expressed patterns 
of perception more favorable, and more 
closely related to their adjustment than 
the Indian students. These conclusions 
were in line with several research studies 
conducted by Becker (1966), Morris (1960), 
Sewell and Davidsen (1961), and Cora du 



Bois (1962). sity of California, Los Angeles. 1966. 

SUMMARY 

This study had two objectives. The 
first one was to examine the relation- 
ship between selected perceptual and 
attitudinal variables and adjustment 
among the aggregate as well as similar 
relationship within the individual 
groups. The second objective was to 
determine the differences in perception, 
attitudes, and adjustment between Indian 
and European students. Four dimensions 
of perception as well as attitudes were 
investigated in the study. These were 
the foreign students' perceptions and 
attitudes in the areas of work and edu- 
cation in the United States, of 
Americans, and of social life in America. 
Some specific segments of the foreign 
students' adjustment to the host society 
were also investigated. 

A random sample of 60 foreign students, 
30 Indians and 30 West European and 
Scandinavian students, attending Iowa 
State University on the Spring Quarter 
of 1970, were selected for the study. 
The hypothesized relationships between 
the variables were developed and tested 
by means of the simple correlation 
analysis and the t -test for the differ- 
ences between the two groups. 

The findings of this study revealed 
that while perception was found to be 
significantly related to adjustment, 
attitudes fell short of statistical 
significance, both on the aggregate as 
well as the individual group level. 
Apparent differences in perception, 
attitudes, and adjustment existed between 
the two groups. Along the four percep- 
tual and attitudinal dimensions signifi- 
cant differences existed between the two 
groups, except for attitudes toward 
education in the United States. Reasons 
as well as explanations for the unexpect- 
ed relationships were given in the 
Section on Discussion. 
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was also taken as a measure of adjustment 
such as the number of letters written 
and received from home, reading news 
papers and magazines of native country, 
and celebrating native festivals in the 
Ü.S. 

Table 3. Correlation coefficient 
between attitude factors and 
adjustment 

Adjustment All 
Attitude Indian European students 
factors students students (combined 

sample) 2The seven items developed to measure 
the foreign students' perception of: 
work, education, Americans, and 
American social life were three, one 
two, and one item, respectively. 

Toward 
work 
Toward 
education 

Toward 
Americane 
Toward 

-.170 

.180 

.318 

.109 

.204 

-.024 

.331 

.334 

Table 1. Correlation coefficient 
between perception, attitudes, and 
adjustment "all dimensions combined "1 

Factors 
Adjustment 

Indians European Total 

Percep. .097 .301 .317* 
Attitudes .271 .306 .194 

li.e. perception and attitudes toward 
work, education, Americans, and 
American social life. 
*Significant at the .05 level of 
confidence. 

Table 2. Correlation coefficient 
between perception factors and adjust- 
ment. 

Percep. 
factors Indian European All students 

students students (combined 
sample) 

Adjustment 

Percep. 
of work .008 

Percep. 
of educ. -.042 

Percep. 
of Amer. .086 

Percep. 
of Amer. 
social -.039 
life. 

.206 

.230 

.130 

.201 

.415** 

.285 

.470 ** .342 

*Significant at the .05 level of 
confidence. 

* *Significant at the .01 level of 
confidence. 
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Amer. social 
life 

.203 

.303* 

.165 

.129 

*Significant at the .05 level of 
confidence. 

Table 4. Differences between the two 
groups. 

Factor t-value 

Adjustment 
Att. toward work 
Att. toward education 
Att. toward Americans 
Att. toward Amer. social 

life 

Percep. of work 
Percep. of education 
Percep. of Americans 
Percep. of Amer. social 

life 

9.678 
2.562* 
.334 

3.671* 

3.036* 

2.793* 
2.547* 
3.636* 

2.986* 

*Significant at the .05 level of 
confidence (t.05 1.672). 

* *Significant at the .01 level of 
confidence (t01 2.30). 

Table 5. Items of perception in 

relation to selected categories. 

Item Max. range Sum scores of 

number of scores Indians Europeans 
for each n 30 n - 30 

group. 

Work 1 0 - 60 17 24 

2 0 - 60 12 8 

3 0 - 60 14 28 

43 60 

Education 
4 0 - 60 21 44 

Americans 
5 0 - 60 16 25 

6 0 - 60 19 30 

35 55 

Amer. social life 
7 0 - 60 16 25 

Total 112 184 



PROCEDURES FOR ESTIMATING M.C.D. POPULATIONS 
FOR STATE REVENUE SHARING 

C. D. Palit, H. Reinhardt, J. Sweet, and H. Winsborough 

University of Wisconsin 

H. Krebs, F. Backus, G. Ferwerda, D. Giovannini, and L. Golicz 

State of Wisconsin 

In November, 1971, the Wisconsin Legislature 
changed the basis for the sharing of tax revenues 
with its minor civil divisions to one which is 
based on estimates of the populations of the 
minor civil divisions made annually. There being 
1800 -plus minor civil divisions in 72 counties 
in Wisconsin, this presented a formidable task. 
The State Department of Administration was 
charged with making the estimates, and early in 

1972 contracted with the University of Wisconsin 
for methodological development. At that time an 
informal "seminar" was organized which included 
some academic demographers, statisticians, and 
people from state government, who had been mak- 
ing county estimates for Wisconsin, and were 
familiar with some of the data sources that are 
useful in making population estimates. 

Rather than rehearse the entire history of 
the enterprise, I'd like to discuss three as- 
pects of our experience which may be of general 
interest: 

1. What we came to view as the 
dimensions of the problem; 

2. How we came to the solution we 
did; 

3. How the method was tested. 

One of the most important aspects of the 
problem, as we quickly realized, was the com- 
plementary problem of the large number and small 
size of the units to be estimated. In 1973 
there were 1,872 cities, villages, and towns in 
Wisconsin, and what was remarkable about them is 
that 88 percent had populations of less than 
2,500. Table 1 shows the distribution by type 
and size. 

If that is contrasted with the estimation 
problem at the county level; where only 12.5 
percent of the counties of Wisconsin have pop- 
ulations less than 10,000, and none less than 
2,500, it is clear first, that a good -sized data 
set was necessarily involved, and that a set of 
that size is difficult to monitor year to year. 

Second, it was imperative to use data that 
had a uniform collection and management system. 
Building permit data, each municipality applying 
its own rules; or utility meters, each of several 
hundred companies using its own standards; or 
school census data, several hundred districts re- 
sponding with no State surveillance; all proved 
fatally flawed. Third, in many of our communi- 
ties, the smallness of the numbers was going to 
lead to considerable random variability and 
therefore instability of estimates. 

The second limitation on our enterprise was 
the legislative requirement that the estimates 
be current. This had been interpreted by the 
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court to mean that the estimate effective date 

and year of production must be the same. Thus, 

we had to produce January 1, 1973 estimates by 

August 1, 
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The implications of this limitation were 

that any data sources that could not be, made 

available in time for August 1 estimates were in 

effect useless to us. 

The third influence or dimension of this 

problem was clearly the fact that a considerable 

sum of money was riding on the outcome of these 
estimates. The revenue - sharing amounted to $35 



per capita and that, for almost all communities, 

is a sizable part of their budget. This 
therefore subjected the whole process to close 
scrutiny and made for some very unacademic polit- 
ical pressures. 

However, the greatest limitation on the 
methods that could be chosen was the availa- 
bility of data. We set out to assess the prob- 
lem by reviewing the conventional methods for 
small area population estimation and the data 
required for use of these methods. What we 
found was discouraging. Vital events, for in- 
stance, which are indispensable for the Vital 
Rates method, Component II and Composite, and 
are sometimes part of the Ratio Correlation 
method, were simply not available at the M.C.D. 
level at all, and they were usually not avail- 
able by the August 1 deadline. 

School enrollment data, which are essen- 
tial for the Component II and the Composite 
methods and are frequently used in the Ratio 
Correlation method could not be used at the 
M.C.D. level because the geographic allocation 
is by school districts which respect no polit- 
ical boundaries. 

A third standard data set that would have 
been useful in both Component and Composite is 

Medicare enrollments, but this too we found was 
unavailable at the M.C.D. level, and in any case 
was not available in time to be useful for our 

estimates. 

So, what we were reduced to, was finding 
administrative data that could be used sympto- 
matically. I'll spare you a listing of the 

dozens of sets that we investigated and re- 
jected. What we came down to as reliable admin- 
istrative data sets associated with population 
were motor vehicle registration data and data 
from state income tax returns. 

Given these data limitations, the choice of 
the method was clearly a restricted one. What 
I'd like to examine now is the process by which 
we decided on the method chosen. 

These results of our data search reduced 
our choice of method to a Ratio Correlation 
procedure, which has the appeal of being in 
wide use and being familiar in the literature, 
or a Censal Ratio type procedure. Unfortunately 
the only data series long enough for us to con- 
struct a ratio correlation regression equation 
was the motor vehicle data. The tax data had a 
serious discontinuity in the early 60's as a 
result of passage of a withholding provision in- 
to the revenue statute. The other choice, you 
will recall, was the Censal Ratio method, where 
a symptom population ratio in the census year is 

updated to the estimate year, and that estimated 
ratio, with the current symptom count, is used 
to produce a population estimate. The Censal 
Ratio procedure allowed the use of both the 
motor vehicle data and income tax data to pro- 
duce estimates. 

One would prefer more than one symptomatic 
data set and therefore one would prefer to use 
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the Censal Ratio method, we nevertheless per- 
formed a test to determine the direction in 
which we should go. 

The test consisted of making estimates of 
the 1970 populations for 71 of Wisconsin's 
counties from the 1960 base, and then comparing 
the errors of the estimates. This approach per- 
mitted us not only to compare our alternatives 
to each other, but also to evaluate our alter- 
natives against the results of other county 
estimating procedures tested in the Federal - 
State Cooperative Program. For our test, we 
used three estimation methods: a Ratio Corre- 
lation procedure based on the automobile series, 
a conventional Censal Ratio procedure patterned 
after the Vital Rates procedure, but using motor 
vehicle data. 

We referred to the third method as the 
Ratio Difference Estimator. This estimator was 
also a Censal Ratio procedure, but unlike con- 
ventional Censal Ratio procedures, uses a dif- 
ference estimator to update the Symptom- popula- 
tion ratio of the census year to the time for 
which the estimate is desired. 

Briefly the procedure is as follows: for 
each area for which the population is to be 
estimated, the ratio of symptom to population for 
the base year is calculated, viz., 

fSymptom at time zero, or 
base year for the uth are ro(u) 

{Population 
count at time 

zero for the uth area 

A similar ratio R (S) is computed for the area 
S; where S is a larger area containing all the 
"u" areas, i.e., 

Total symptom at time zero for S Ro (S) = 
population in S at time zero 

An independent estimate for the population at 
time t is obtained and used to estimate the ratio, 

Rt(S) - 
Total symptom for S at time t 

Total population for S at time t 
A 

We call this estimate Rt(S) and use it to es- 
timate the ratio, 

Symptom at time t for uth area 
rt(u) 

Population at time t for uth area 

with difference estimator, 

rt(u) = ro(u) + Rt(S) - Ro(S). 

The estimate (u) is then used to generate an 
estimate of thé population at time t in the uth 
area by dividing the symptom for the uth area at 
time t with the estimating ratio, i.e., the es- 
timated population for the uth area at time t is, 

A 
(u) Symptom at time t for uth area 

The test comparisons were made by reference 
to a series of five measures of accuracy. The 
first was the mean percentage absolute deviation 
from the census counts. This is conventional 
and gives a good overall measure of average per- 
formance. Its disadvantages are that it is: 



1) unweighted, i.e., a 5% error on 50 weighs 
the same as a 5% error on 700,000; and that 2) 

since it deals in absolute values, it gives no 
indication as to the presence or absence of 
bias. 

The second measure of accuracy used was the 
simple percent of deviations that were positive. 
This enables one to evaluate the estimates for 
the presence of bias. 

The third was the mean square error. 

And finally, two measures were used that 
are not well- represented in the literature of 
population estimation, the number and percent of 
misallocation. Misallocation is calculated as 
the sum of the absolute values of the deviations, 
that sum divided by two. This has the advantage 
of being a weighted measure, of being intur 
itively appealing inasmuch as it actually 
measures the number of people who wound up in 
the wrong jurisdiction as a result of estim- 
ation errors. For purposes of tax sharing in 
particular, this was the most direct measure of 
performance we could devise, for by multiplying 
the misallocation number by $35 you have an 
exact amount of money misallocated among the 
jurisdictions estimated. The percent misal- 
location is the percent of the total population 
which was misallocated. 

H 

N 

1 

N 
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Table 2 represents the various test meas- 
ures as produced in the Federal -State Coopera- 
tive Program in the test for Wisconsin counties, 
and then those of the ratio correlation, con- 
ventional censal ratio and censal ratio with a 
difference estimator. While the ratio corre- 
lation method and the ratio difference method 
have similar percent errors, the mean square 
error seems to indicate that the distribution 
of errors is more favorable for the ratio dif- 
ference method. This is seemingly confirmed by 
the percent misallocation figures. 

While these results were gratifying at the 
county level, it told us little about how this 
method would perform at the M.C.D. level. For 
an M.C.D. test, we used 1960 data and 1970 data 
and compared the estimate with the 1970 census 
counts. This could only be done with the motor 
vehicle registration data, which one could ex- 
pect would be less accurate alone than in com- 
bination with other data series. The mean de- 
viation of the 1,800 -plus minor civil division 
estimates was about 10% and the misallocation 
about 3.2% after 10 years. Graph 1 shows the 

distribution of errors. Table 3 shows the error 
measures of this test. 

< 

30 

> 

-> 

> 

1 
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The only hard testing available for the 
income tax data was a test of Dane County, and 
its 60 M.C.D.'s. This was fortuitous in that 
Dane County had been one of the sites of a 

dress rehearsal census in 1968. While the tax 
data by itself did not perform any better than 
the motor vehicle data, what we found was that 
the averaging of the tax estimates with those 
made from motor vehicle data reduced the ob- 
served errors. Mean percent absolute error be- 
tween 8 and 9 %, misallocation percent 2.4. The 
percent misallocation of the various tests are 
summarized in Table 4. 

Based on our detailed evaluation of all 
these tests, we made the following choices in 
constructing the estimation model for minor 
civil divisions: 

First, that it should be a two -step pro- 
cess that proceeds from the state control total 
to county estimates; these county estimates 
then serve as county control totals to the 
M.C.D. estimates within each county. 

Our empirical results confirmed the sug- 
gestion made earlier to us by Peter Morrison 
that this would improve the estimates at the 
M.C.D. estimates level. 

The second decision was that the Censal 
Ratio method, with the difference estimator as 
the updating mechanism, be used on three sepa- 
rate series of data and the unweighted average 
of these be the final estimate for the M.C.D. 
The three series were passenger automobiles, 
income tax filers, and dollar value of exemp- 
tions claimed. 

The third decision concerning the actual 
estimation model was to apply the Censal Ratio 
method estimating model to the uncountable 
population only, that is, removing the insti- 
tutional population from the base population 
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and getting an independent count of that 

institutional population at the estimate year 

to add to the estimate generated by the Censal 

Ratio metiaod. 
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The difficulties were surmounted and the 
estimates were made on time, to the surprise 
of some of us. 

As a result of the preliminary estimates, 
some 80 challenging cities submitted claims of 
underestimation. Of these, we found about 20 
to be substantial, generally meaning some data 
error had occurred. The data in these cases 
were adjusted before the final estimates were 
made. Final estimates did not satisfy every- 
body; some 14 municipalities brought suit for 
judicial review of the estimation method. 
After an evidentiary hearing in the circuit 
court, which consumed some fifteen days, the 

judge strongly upheld the reasonableness of 
this method. 

There have been some 50 special censuses 
conducted in Wisconsin M.C.D.'s around the 
time of the estimates, and these generally con- 
firm our expectations as to the probable pre- 
cision of the estimates. The average error is 
about 6% and misallocation is about 2 %. 

Reference: U. S. Bureau of the Census, Current 
Population Reports, Series P -26, No. 21, 

"Federal -State Cooperative Program for Local 
Population Estimates: Test Results --April 1, 
1970." 



LINEAR COMPRESSIONS 
FACTOR ANALYSIS 

Michael D. Pore, Univer 

Image analysis, as developed by 
Guttman [1953], is the partitioning of an 
observable random vector, X, into an ima- 
ge vector, WX, and an anti -image vector, 
(I -W)X. 

(1) X = WX + (I -W)X 

where WX is the minimum squared error 
linear estimate of X such that 

diag W = 

Diag W (implies W is a square matrix) is 
a diagonal matrix with elements on the 
main diagonal identical to the main di- 
agonal of W. 

Let R be the sample correlation 
matrix associated with a random sample 
of p > N observations (each N 1) 

on X. 
Theorem 1: The coefficient regression 
matrix, W (defined above), can be shown 
to by any solution to the system 

(2) 

(3) 

Diag W = 

WR = R - D 

for some diagonal matrix D. 
A literature search has not re- 

vealed a general solution to the system 
(2) and (3), but only a solution in the 
case that R is non -singular. This solu- 
ti1n follows by post -multiplying (3) by 
R to yield 

(4) W = I - DR 1, 

and then impose the restriction (2) to 
show that 

(5) D (diag R -1 ) 
-1 

Current computer programs in 
image covariance factor analysis, for 
example in the Statistical Programs in 
the Social Sciences (SPSS), use (4) and 

are not operable for singular R. 
The property that each element of (5) is 
non -negative, and several other proper- 
ties shown by Guttman [1956] have made 
(5) a nearly universal estimate of the 
covariance of the "unique" variables in 
factor analysis. In order that image 
analysis might be more generally used 
and reasonable estimates for factor 
analysis developed, a general solution 
to Theorem 1 is now developed. The fol- 
lowing preliminary results are used to 
develop Theorem 2. R represents the 
pseudo- inverse of R, as defined in 
Boullion and Odell [1971]. 

Lemma 1: There are no zeros on the 
main n di diagonal of R +. 
Notation: A = diag(I - R +R) = 
(I - diag R R). 

Theorem 2: A solution to the system of 
equations 

USING THE IMAGE 
CRITERION 
sity of New Orleans 
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W = R - D 

D is diagonal 

diag W = 
is 
(6) Wo = I - (I - AA+)(diag R+)-1 

R+ 

-A+ ( I R R+ 
and 

(7) Da (I - +)(diag R -1. 

In general, all solutions to Theorem 
2 are of the form 

W = I - (I A A 
+) R+ 

+H2 (I - R R + ) 

for some H and H where H is diagonal. 
Theorem 2 Presents the solution when 
H2 is also diagonal. 

Factor Analysis. 
Factor analysis hypothesizes the 

existence of an integer M, 0 < M< N, and 
random vectors Y and U such that 

(8) X = Y + U 
Nxl NXM NxM NXl 

where A is an N x M matrix of constant 
coefficients and 

E(Y) = E(U) = 

eov(Y,Y) = I 

Cov(Y,U) = 

Cov(U,U) is diagonal. 

This model implies the following parti- 
tioning of the correlation matrix: 

(13) R = AAT + Cov(U,U) 

Two general methods exist for fit- 
ting data to this model. TMe first (1) 

is to initially estimate AA with R -Do, 
then use one of three criteria to re- 
duce the rank of R -Do. The three 
criteria are principal factor analysis 
(PFA), cannónical factor analysis (CFA), 
and alpha factor analysis (AFA). These 
three criteria are discussed later. The 
second method (2) is to initially esti- 
mate AA with the image movariance Tatrix, 
G Cov(W0X,W0X) = WoR Wo R + D0R Do 
- 2D0, then use a "rank reducing" method 
on G. 

Neither method has been possible 
for singular R, although iterative 
approximation schemes have been developed 
for the first (1) method. Tests of sig- 
nificance for "goodness of fit" exist for 
only one method, CFA, and then only 
under assumptions of normality. Hence, 
the present model- fitting methods are 
unsatisfactory, often giving rough approx- 
imations with gross errors. 

Y is interpreted as the common 
factors. This means that conceptually 



AY and WX are identical, yet Y is not a 
linear combination of X. (A proof is in 
Pore [1973]). Also, image analysis 
makes a strong argument against the 
factor analysis model including equation 
(12): since the anti -image covari- 
ance matrix Cov(I -W)X, (I -W .X,is not 
diagonal. 

These criticisms, coupled with the 
experience of researchers declaring 
that equation (12) was not a signifi- 
cant assumption in their analyses, has 
led the quthor to drop this assump- 
tion and continue the analysis. This 
"relaxed" factor analysis model can not 
only be precisely fit with any set of 
data (for all M, 0 < M < N) but may 
such solutions exist. Hence, to res- 
trict it for more meaningful interpre- 
tations, the common factors, Y, are 
restricted to being a linear compres- 
sion of X. This is 

(14) Y =BX 
where B is a full rank N x M matrix of 
unknown constant coefficients. The 
"modified" factor analysis model (MFA) 
is given by 

where 

and 
(15) 

X=AY+U, 
E(Y) = E(U) = 

Cov(Y,Y) = I, 

Cov(Y,U) = 

Y = BX. 

It can easily be shown that 
(16) 

A = RBT 
and 
(17) U = (I - RBTB)X, 

with the only restriction on B being 
that it is M N and satisfies 

(18) BRBT I. 

The researcher need no longer esti- 
mate common factor scores for particu- 
lar individuals. They are specified in 
the model (15) as a linear compression 
of the observation. This also makes 
interpretation of Y a precise linear 
compression of X. 

In being so general the MFA model 
allows data to be fitted to the model in 
ways that are meaningless to the re- 
searcher. That is, thare exist matrices, 
B, such that the MFA model is satisfied, 
yet y is uninterpretable. The problem 
is that 

BRBT I 

does not sufficiently restrict B to 
meaningfull solutions. Classical parti- 
tioning procedures may be imposed to 
optimize interpretability. One applica- 
tion of this model, MPC, is to partition 
B as 

B = PA, 
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so that AX are the principal components 
of X. P then reduces the rank to the M 
barest principal. cempbhente.hnd stàles 
B so that (18) is satisfied. This is 
one meaningful way to select B, but it 
is not in keeping with the concepts of 
factor analysis: that is, it does 
nothing toward separating error and 
underlying factors, etc. The following 
method is designed to do just that. 
Application: B is partitioned so that 

(19) B = PW 

where WX is the image of X and P, an 
M N matrix, reduces the rank of B and 
scales it so the (18) is satisfied. 
(See (1) and Theorem 2 for an explicit 
definition of W). 

The superior properties of the 
image vector in factor analysis have 
been discussed. It is, conceptually, 
the type of common factor "filter" 
for which the researcher uses factor 
analysis. Y, then, represents a linear 
compression of the image of X. The 
precise type of linear compression 
will depend on the researcher's criteria 
for optimization. Classical criteria 
include principal components, canonical 
correlation, and generalizability. 
Methods using each of these criterion 
are now presented. 

MFA Applied to PFA Criterion (MPF). 
PFA ie the method where Cov(U,U) 

is estimated with Do of Theorem 2, and 
then the largest M principal components 
Óf R -Do are extracted. MFA dollows the 
same principle. The main difference 
is that the classical factor analysis 
model is not being approximated, hence 
estimates of Cov(U,U) are no longer 
diagonal. Image theory fustifies 
using the anti -image covariance matrix 
as an initial extimate of D. The pro- 
cedure is, then, to extract the largest 
M principal components from the image 
covariance matrix. 

The image covariance matrix can be 
shown to be 

(20) G = R + DoR +Do 2D o. 

Application: Let E be the N N 
p.s.d. diagonal matrix with the eigen- 
values of G on the main diagonal in 
descending order and H the respective 
N x N eigenvector matrix such that 

[Ei 

(21) G = HEBT [H1 H2] 

= H1E1H1 + 
E H2 

for partitionings of E and H such that 
E1 is M M p.d., and H1 is N M. 

Now P in (19) is 



(22) P = E-IH1. 

Notice that 
ERBT = 

(23) 

= E1- 2H1G H1T 

E1- 2E1E1} 

= I. 

BX is the scaled linear compression of 
the image variables that retains the M 
largest principal components of the 
image variables. Those researchers 
partial to PFA will find the same 
favorable principles in MPF, but 
applied to the image variables, tather 
than a hypothetical set of variables 
with covariance R -D. 

MFA Applied to CFA Criteria (MCF). 
CPA is the method of constructing 

factors, Y, that have maximum canonical 
correlation with the observations X. 
There are at least two possible ways 
to apply this principle to MFA. 
These are: (1) maximizing the correla- 
tion of Y and X, as above, with the 
restriction Y = PWX (2) maximizing the 
canonical correlation of Y and WX, with 
the restriction Y = PWX. The first 
method is what will be used to develop 
MCF. The second method remains gnde- 

±QTGQ[ei]-i - AI = O. 

where the X is the canonical correlation 
involved. 
Application: Let (u.] be the p.d. di- 
agonal matrix of eigeAvalues of 

[e. +QTGQ[e.] in descending order, 
an& S the respective matrix of eigen- 
vectors. 

It can be shown that 

(29) P 
1 [ei] 

Notice that (18) is assured by 

G 

and dt follows hat 
PGP = I. 

The researcher preferring CFA will 
find MCF more theoretically defensible, 
yet based on the same optimization pro- 
cedure. MCF also incoropates the 
properties of image analysis, hence 
optimization is bi- dimensional, rather 
that simply in the one aspect, correla- 
tion. 

MFA Applied to AFA Criteria (MAF). 
The AFA criterion is to define the 

common factors in such a way that their 
reliability coefficient is maximized. 
MAF will use the same reliability 
coefficient,a , that AFA used. (Tryon 
(1957] has shown that practically all 

veloped. 
Proceeding in the fashion devel- 

oped for CFA: 

reliability coefficients 
to a.) The a 

N 

are equivalent 
coefficient is 

(Trace AA T) w 

1 
(24) Cov(Y,Y) = D N 

AA 
T 

w 
(25) Cov(X,X) = R where w is the coefficient vector in 
(26) Cov(X,Y) = RWTPT = A. defining the common factors 

Hence, 

matrix 

has the super 

I A 

A R 

(30) Y covariance 
By substituting 
AA' with G (defined 

(31) 

= 

the initial estimate 
by (20)) yields 

w 
T 

- 

of 

a 
w G w 

Following the same procedure as 
Anderson (1957] (Chapter 12), 

AR! o 

but since our' estimate of is G, 
the image covariance matrix, then 

(28) IG - XRI = 0. 

Now since R can be written 

R = 
T 

where [e.] is an r x r p.d. diagonal 
matrix, is the rank or R, and Q is 
an N r matrix of eigenvectors of R 
respective to [ei] then (28) implies 
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which, in turn, yields as identical ei- 
genvalue equation as in AFA (see Raiser 
and Caffrey [1965]) except R - D is 
replaced by G. Hence, 

(32) (H 1GM1- U2I)e =0 
where H2 = I - D. 

A ?plication: Let (e.] be the N x N 
diagonal matrix of eigenvalues of 

-1-1, i H GH in descending order. Also let 
Q be the respective eigenvector matrix. 
It can be shown that 

P = (411.4. 



Notice that 
PGPT =I, 

hence the restrictions for MFA are 
satisfied. Since P is the objective 
of the procedure above, it differs 
slightly from AFA; but the principle, 
general method of analysis, and inter- 
pretability are all identical to 
AFA. Although AFA is not as widely 
used as the other forms of factor 
analysis, researchers may find an in- 
creasing need for psychometric sampling 
(or Q- as it is sometimes 
called: [Rummel, 1970]). As re- 
searchers do, they may find AFA claims 
the type of analysis they are looking 
for; but MAF will do likewise, and it 
will fit a model precisely, as 
opposed to the approximation techni- 
que of classical methods. 
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WHAT PROPORTION OF ITEM NON -RESPONSE SHOULD LEAD TO DELETING THE CASE? 

Charles H. Proctor, North Carolina State University 

Introduction 

In processing survey questionnaire data on 
attitudes there sometimes arises the dilemma of 
having either to impute many item responses 
because a respondent has not answered every 
item or to delete him from the study. Because 
this problem may arise at the stage of cleaning 
the data even before it is decided how to 
analyze the attitude scores, we will consider 
only the use of the grand average item score 
imputed in place of an item non -response. Other 

alternative ways of fitting item scores based 
on further knowledge of the respondent and on 
what parameters are to be estimated or tested 
and how they are tied to the distribution of 
scale scores can, of course, be proposed. How- 
ever, it has been reported that using the mean 
to replace a missing value [the "zero order" 
method in Afifi and Elashoff, 1967], yields a 
relatively acceptable mean square error of the 
estimated regression coefficient so long as x 
and y are not too closely correlated. Such a 
result would likely hold true in many of the 
present cases. 

In addition to dealing only with this one 
method of fitting missing responses, there are 
some other rather narrow assumptions to be made 
concerning: (1) the problem to be solved 
(namely, detecting a shift in a sub -group mean 
of attitude scores from the overall population 
mean), (2) the model (namely, independence, 
homogeneity and near normality of measurement 
errors) and (3) the pattern of non- response 
(namely, one respondent missing a few item 
responses). I would contend that the recommen- 
dations for a wider variety of estimation and 
testing problems on the association between 
other variables and the attitude score, under a 
more realistic model, with more complex patterns 
of non- response will turn out to be similar to 
those discovered below for this particular case. 
At any rate this paper is not intended to 
delimit exactly the scope of the recommenda- 
tions, but mainly to point toward a way of 
posing and solving such a problem. 

Distributional Assumptions 

The quantity of interest, a scale score, is 

taken to be the unweighted average of item 
scores and the items are assumed to be about 
equally intercorrelated. Each item might have 
possible answers of the form (Strongly Disagree, 
Disagree, Undecided, Agree, Strongly Agree) 
with corresponding item scores of 11, 2, 3, 4, 

5). Of the, let us say, K items in the scale a 
respondent may not answer PK ofthem,where P is 
thereby defined as the proportion of non- 
response. Q = -P becomes the proportion of 
items responded to. 

The model equations for these item and 
scale scores will be written in the spirit 
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of psychological scale theory [Gulliksen, 1950] 
as if for continuous random variables with the 
pious hope that the actual discreteness of the 
distributions will not upset the conclusions too 
badly. The first model equation for an item 
score then becomes: 

(1) 
yik 

= 
ai + eik 

where yik is the 
.th 

respondent's score on the 

item. The quantity a. is his true score, 

while eik represents measurement error in i's 

response to the kth item. Both of these terms 
are taken to be random and all such quantities 
are assumed to be mutually independent with 
homogeneous variance. In actuality there would 
also be included in model equation (1) a fixed 
effect, a 'k say. A reasonable restriction is 

'k = 0 and upon taking the average item score 

the disappear so they can be ignored with- 

out losing generality. 

The second model equation is for the ith 
respondent's scale score 

(2) 

in which 

yi = ai + eK) 

K 

eik/K . 

k=1 

The respondents of the sub -group of interest 

will be numbered so that the last one, the nth 
one, is the non- response case. The imputed item 

scores for the nth respondent are, as mentioned 
already, made equal to the grand average of the 
population surveyed, namely: 

(3) = for j = 1, 2, ..., PK . 

The nth respondent's scale score is then 
expressible as: 

( 4 ) y n = o 
+ Qa 

n 
+ e(QK) 

where QK) is the mean of the QK answered - 

item measurement errors. 

Testing Problem and Test Statistics 

It is supposed that the n respondents 
belong to a special, so called, treatment group 



wherein their average true score is perhaps 

differing from That That is, E(ai) = when i 

is randomly drawn from the treatment group, but 
E(ai) = if i is randomly drawn from the 

study population. The objective of the study 
is taken to be to decide whether 

= 
Again to simplify matters, we assume that is 

known so much more precisely than is that it 

can be supposed that is known without any 

uncertainty. The two procedures: (a) delete 

the nth case or (b) impute the PK item 
responses, then lead to the following two test 
statistics having the following variances. 

If the nth case is deleted then one 
computes: 

n-1 

(5) Y(n_1) =1E(n-1) a (n-1) ñ)1) 

From the model equation and supposing the 

variance of the a.'s to be the the mean and 

variance of are found as: 

(6) 

and 

E(y(n_1)) = 

(7) V6(n_1)) = (Qá + Q2e/K)/(n-l) = Va say, 

where is equal to V(eik) for all values of i 

and of k. 

have now been introduced, the reliability of 

the scale score, namely the square of the 
correlation between ai and yi, may be computed 

Incidentally, since the quantities and 

as: 

(8) = + . 

When the nth case is assigned item scores as 
in (3) one computes: 

(9) 
n 

- 
= 

nnl 
a(n_1) 

Q n-1 =(K) 
+ + + 

n (n-1) 

e(QK) 

n 

The mean and variance of this statistic then 
are seen to be: 
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(10) E(y(n)) 

n 
n Q + n 

= [ (n-P)4L1 

and 

(11) )) = [ (n- 1 +Q2)a2 + (n- l +Q- 

= Vb, say . 

In order to test for a deviation of from 

one could choose between the following ratios. 

If the nth case is deleted the test statistic 
is: 

(12) = - Va 

or if item scores are imputed the test statistic 
is: 

(13) Zb µo)/ Vb 

Comparison of the Two Test Statistics 

Notice the differing non -centralities of 
these statistics in: 

(14) E(Za) = - Va 

and in: 

(15) E(Zb) - 
n-l+Q 

Vb 

The probability of detecting a given difference 
between and will be larger with Za than 

if the quantity: 

(16) CVa = Va - 

is less than: 

(17) CVb Vb /(n n +Q)2(µ 2 

Thus, the two methods will be equally precise if 
CVa = CVb, or if CVb - CVa = O. When CVb 

exceeds CVa then method (a), deleting the case, 

is more attractive. 

Using equation (8) so as to introduce the 
reliability p into the expression and solving 
CVb CVa 0 for the break -even values of Q 

leads to: 



(18) [ (n -1)p - 1]Q3- 2(n -1)Q2+ (n-1)(1110) = 0 

Notice that the first derivative with respect 
to-Q of this expression is 

(19) 3[(n -1)p - - 4(n -1)Q 

= -Q[3(n-1)(1-Qp) 

+ + (n-1)] 

and, since p and Q are always positive and less 
than 1, this quantity will be negative. Thus 
the attractiveness of method (a) will always 
decrease with increasing Q. That is to say, as 
the rate of responding increases, the second 
method, namely imputing item scores, becomes 
more attractive, while if a case presents too 
high a rate of non -response it may be best to 
delete it. 

Dividing equation (18) by n and then 
allowing n to increase leads to: 

(20) pQ3 - + 1-p = . 

Equation (20) does not depend on the sub -group 
size and so is available for use in a variety 
of estimation and testing situations. 

Solving equation (20) for Q at reliabili- 
ties (values of p) that one meets in common 
practice (that is, between .6 and .8) the 
proportion required is found to range from 30 
to 50 percent of the items to be answered. 
With a scale reliability of .75, only persons 
answering 38 percent or less of the items 
would be deleted. The accompanying Figure 1 
and Table 1 show in more detail how Q depends 
on p and n. Comparison of the columns n = 
and n = 10 in Table 1 shows them to be suffi- 
ciently close so that the curve for n = 10 was 
omitted from Figure 1. 

Recommending Deletion or Imputation when 
Cleaning the Data 

Using Figure 1 plus knowledge of p, one 
can thus decide what is best to do for any 
respondent, depending on his rate of item non - 
response, Q. It is of interest to examine the 
relative precision of imputation versus dele- 
tion, as measured by the ratio CVa /CVb when Q 

varies. This can indicate how serious it would 
be to ignore the recommendation based on Q and 
blindly impute or delete. 

The ratio, RP, is expressible in terms of 
p as: 

(21) RP = 
b 

[1 + A/(n-1)]2 

1 + [pQ2 + (1-p)/Q](n-1) 
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As n grows larger the precision of imputing 
relative to deleting becomes quite insensitive 
to the proportion of item non -response so let's 
look first at the case n =2. That is, replace n -1 

byl in formula (21). For concreteness, let 
p = 3/4 and K = 6. Then the possible values of 
Q are zero, 1/6, 1/3, 1/2, 2/3, 5/6 and 1 with 
the corresponding values of relative precision 
of zero, .540, .970, 1.333, 1.626, 1.846 and 
2.000. The break -even value seems to be near 
Q = 2/6 as can also be verified from Table 1 
which gives it as Z = .346. The drop in 
relative precision to 54% and the rise to 133% 

for non -response rates adjacent to Q = 2/6, 
suggest some serious losses in information if 
the recommendation is ignored. However, taking 
n =2, as was done in this calculation, is tanta- 

mount to supposing that the non -response is 
occurring for one of just two cases in the only 
sub -group of interest within the study popula- 
tion. In actual applications, the size of the 
sub -group of interest would average nearer a 
half of the total sample size for the whole 
survey. 

In the case that n =2 the relative precision 
of .540 at Q = 1/6 expresses the fact that if 
one of the two respondents in a special sub- 
group answers only one of six items and we 
impute his item scores on the other five and 
then lump the two scale scores together, this 

processing decision results in only 54% of the 

precision obtainable by deleting him and using 
only his partner in testing for the sub -group's 
distinctiveness. If, for example, each case 

costs $10 (to select, to measure and to 
tabulate) so that the pair costs $20 then a 
relative precision of .540 means roughly 
obtaining a return of only $10.80 or $5.40 per 
case. 

When the proportion of item non -response 
is near the break -even point, it does not 
matter which method is used, so no loss occurs. 
When the proportion is very near zero or near 
one there is no question about what to do and 
no loss occurs. It is only when item response 
is near .20 or near .70 and one may elect the 
wrong procedure, say imputing or deleting 
respectively, that losses arise. Even in such 
cases it is seen that it will only be an 
extreme situation that could cause a loss of 
half the precision in the case. The moral is 
that one would do well to guess at values for p 
and n and use the resulting break -even value of 
Q in processing the data and expect only a minor 
penalty for not using the correct or true values 
of p and n. In short, the rule: Impute if item 
response is above 50% and delete if less, should 
cover many cases of actual survey practice. 

Discussion 

A brief word concerning the distributional 
assumptions behind the condition CVb- CVa 0 

may be in order. The form of all distributions 
is taken to be normal and the various variances, 
at least the value of p, are supposed known. As 

usual, one does not expect a real situation to 



conform to such suppositions and only expects, 
as we do in the present case, that non - 
normality and the need to estimate variances 
will not upset the conclusions concerning the 
break -even value of Q. The condition itself 
insures that no matter what difference exists 
between and the test statistics for the 

two cases will exhibit the same power. 

A further refinement in the result may be 
to introduce some cost considerations. There 
is probably a greater processing expense 
involved in imputing than in deleting. However, 
I personally feel that it is an additional loss 
to delete any information furnished by a 
respondent who expects his answers to be used. 
Also, deleting cases runs a greater risk of 
introducing the selection bias associated with 
refusals. Thus I am content with equation (18). 
At any rate the method would be to express both 
CVa and CVb in terms of the total size of the 

survey, say nT, whereupon the size of the 

TABLE 1 

treatment sub -group would be set at, say, 
n = . Also the costs, say Ca and Cb, 

would need to be shown as functions of 

The break -even level of Q would be derived by 
equating the change in Ca /CVa per unit increase 

in to the change in Cb /CVb per unit increase 

in . 
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Proportion of Items Answered, Q, at Break -even Point between Deleting Case and 
Imputing Item Scores for Levels of Scale Reliability p and Treatment Sub -group 
Size n 

Reliability Treatment Sub -group Size 

= n = 10 n = 2 

Reliability Treatment Sub -group Size 

n= n= 10 n= 2 

.05 .695 .682 .607 55 .512 .503 .452 

.10 
. 683 .670 .596 .6o .484 .476 .429 

.15 .67o .656 .584 .65 .453 .446 .404 

.20 .654 .642 .571 .7o .419 .413 .377 

.25 .638 .626 557 .75 .382 .377 

.30 .621 .609 .542 .8o .340 .336 .311 

35 .663 .591 527 85 293 .290 .271 

.40 583 .572 .510 .90 237 235 .222 

.45 .561 .551 .492 95 .165 .164 .158 

.5o 537 .528 .473 
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Break -even Proportion of Item Non -response as a Function of Scale Reliability 
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A FACTOR ANALYTIC APPROACH TO DISCARDING VARIABLES 

A. C. Rencher, Brigham Young University 

SUMMARY 
Often, when a large number of variables are 

observed, little information is lost if some of 

the variables are discarded. A method based on 

factor analysis is proposed for selecting the 

variables to be rejected. An example is given 

wherein the method is used to reduce the number 

of questions on a questionnaire. 
1. INTRODUCTION 

In some multivariate situations it is de- 
sirable or even necessary to reduce the number of 

variables and work with a "good" subset. A me- 

thod such as principal component analysis could 
be used to obtain a set of new variables defined 

as linear combinations of the original variables. 
Often a relatively small set of such new variables 
will preserve most of the information. However, 
in some cases the new variables are not useful. 
For example, suppose it is required to reduce the 
size of a questionnaire or test. It is usually 
not practicable to use new questions defined as 
linear combinations of the original ones. Even 

if such new questions could be identified and 
phrased meaningfully a problem arises in their 
use. If the subjects are asked to respond to the 

new questions it will be found that their answers 

are correlated. Much information is thereby lost 
since the new variables would be independent if 

obtained as orthogonal functions of the original 
variables. 

In most common multivariate situations, the 
intended analysis is of greater interest than a 
prior reduction in the number of variables. How- 

ever, in many cases the results will be only 

slightly affected if certain variables are dis- 

carded before performing the analysis. The en- 
suing savings in the number of required measure- 

ments would be especially helpful in situations 
which recur routinely. 

2. ALTERNATIVE SELECTION METHODS 
Several methods have been suggested for se- 

lection of variables. The following three ap- 
proaches are discussed extensively by Jolliffe 
(1972, 1973). 

(1) A stepwise multiple correlation method 
which discards successively the variable having 
the largest multiple correlation with the remain- 
ing variables. An empirically determined stop- 
ping point is suggested. 

(2) Principal component methods which asso- 

ciate a variable with each of the principal com- 
ponents and discard those variables associated 
with the principal components having the smallest 
corresponding eigenvalues. An empirically deter- 
mined cut off point is proposed. 

(3) Clustering methods which segregate the 
variables into groups and select one variable 
from each of the resulting groups. The cluster- 
ing stops when an empirically determined termin- 
ation point is reached. 

These three methods together with variations 
are compared by Jolliffe using both real and ar- 

tifical data. None of the methods was found to 
be uniformly superior to the others. 

3. A METHOD BASED ON FACTOR ANALYSIS 
Intuitively, it seems one should be able to 
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examine the correlation matrix and from the pat- 
terns therein discover which variables can be 
most readily sacrificed as providing the least 
additional information above that already available 
in their fellows. The three methods listed in 

Section 2 are in fact based on extracting infor- 
mation from the correlation matrix. Other sim- 
pler but less efficient approaches readily sug- 
gest themselves. For example, the sum of squares 
of each row of the correlation matrix could be 
examined and the variable with the largest sum of 
squares deleted. This process could be continued 
in a stepwise fashion after deletion of the ap- 

propriate row and column at each step. It appears 
however, that this procedure would be inferior to 
the first method reported in Section 2. It might 
be considered only if time or computational limi- 
tations prescribed its use. A far more satisfac- 
tory procedure for examining the correlation ma- 
trix is now described. 

Consider the usual (orthogonal) factor ana- 
lysis model for p variables expressed in terms of 
m factors. 

x1 =a11f 
+ X12f2 + 

+ el 

x2 + 
22 

f 
2 

+ + A2mfm e2 (1) 

xp + xp2f2 + + apmfm + ep 

In matrix form (1) can be expressed as 
x = + e. The following will be assumed: E(x) =0, 

cov(x) = E,E(f) = 0, cov(f) = I, E(e) = 0, 

cov(e) = = diag(T1,...,vp), and e and f are 

independent. From these assumptions it follows 
that 

= AA' + T. (2) 

In practice the correlation matrix is often used 
in place of E. 

If two variables xi and x. have nearly iden- 

tical loadings on the m factors, they contribute 
similar information and one of the two may be de- 
leted. The following weighted distance function 
is suggested as a measure of the degree of close- 
ness or similarity of xi and : 

d. - 
+...+ 

wm(xim (3) 

If the aik are estimated by factoring E (or E -v) 

using eigenvalues and eigenvectors, appropriate 
weights are provided by the eigenvalues. Thus, 
w1 is the largest eigenvalue, w2 is the next lar- 

gest, etc. If another method has been used to es- 
timate the loadings or if they have been rotated, 



appropriate weights can be found from 

w = x? k = 1, 2, ..., m. 

The following procedure is suggested to de- 

termine which variables can best be discarded. 

Find for each pair xi and x., i j. Ar- 

range these in ascending order. Then from the 

pair of x's with smallest distance function value, 
retain the one with smaller value and delete the 
other. Similarly, one of the two variables with 
next smallest dij can be deleted. This process 

can continue until as many variables as desired 

are discarded. In each case when choosing be- 

tween two variables it seems preferable to retain 

the one with smaller value of T. If two variables 

are found to be similar and later each is found to 

be close to a third variable, two of the three 
may be deleted. This suggests the possible use 
of a clustering procedure. However, cluster 
analysis is not recommended due to the problem to 
be discussed next which can best be handled in 

the pairwise framework. 
Negative correlations have an effect on the 

location of points in the space of factor load- 
ings. If the response on a question is given on 

a multipoint ordered scale between poles, a re- 
versal of the poles will change the sign of the 
correlation of the given question with all others. 
From (2) it is clear that 

= i 

A change in sign produces 

= 

Thus, either (a. ,À. ,a ,X.. ) 

it i2 im 

has all signs reversed and appears on the opposite 
side of the origin from its original position. If 

two points are close together in the factor load- 
ing space, a reversal in sign of the correlation 
between the two variables they represent would 
place the two points very far apart. The dis- 

tance function would then fail to detect 

the close similarity between the two variables. 
Allowance can be made for this possibility when 
making each comparison by considering E wk(xik 

+ 
)2 as well as E 

wk(Xik -Xjk)2 
in each case and 

choosing the smaller as the distance between the 

two variables in question. Thus (3) becomes 

= min 
{kwk(Xlk -X. )2, 

+ajk)2 }. (4) 

If the number of variables to be discarded 

has not been predetermined, some visual assistance 
in arriving at an appropriate value can be ob- 
tained by ordering the distances and plotting them. 
The plot can then be examined for a turning point 
where a noticeably steeper ascent begins. 

4. EXAMPLE 
A teacher evaluation survey was administered 

periodically to determine students' rating of 
their university teachers. The major part of the 
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questionnaire consisted of 22 questions about 
various aspects of teacher effectiveness. When 
a revision was contemplated, information was sought 

as to whether some of the questions could be de- 
leted with little sacrifice in information. A 
shorter questionnaire would meet with less student 
resistance. 

A factor analysis was performed using a cor- 
relation matrix obtained from past survey results. 
It was found that 17 factors were required to ex- 

plain 95% of the variation. The distance function 
(4) was calculated for each of the 231 pairs of 
variables. The smallest 20 of these are given in 
Table 1. The remaining distances ranged up to a 

high of 2.875. 
TABLE I 

Pairs :of questions with smallest distance functions 

Question 
Pair Distance 

Question 
Pair Distance 

19,20 .023 14,19 .657 

21,22 .041 2,19 .797 

8,20 .151 2,20 .877 

8,19 .170 5,19 1.016 
1,16 .172 8,14 1.072 
2, 7 .174 7,19 1.082 
8,10 .352 5,20 1.112 

10,19 .453 2,14 1.113 

10,20 .473 2, 8 1.132 

14,20 .603 13,19 1.163 

Note that the pair of variables that are 
closest, 19 and 20, are also both very close to 8. 

Thus, only one of these three variables need be 
retained. 

As an aid to determining how many questions 
might appropriately be deleted, the first 15 dis- 
tances are plotted in Figure 1. There is a defi- 

nite change in pattern from the sixth to seventh 
value. It seems clear that a variable can be de- 
leted from each of the first two pairs with al- 
most no loss of information. The next four dis- 
tances also appear small enough to warrant de- 
letion of one variable from each pair if desired. 
Beyond that point, however, further deletion may 
not be justified. 

(FIGURE 1 HERE) 

5. DISCUSSION 
The methods discussed by Jolliffe (see Sec- 

tion 2) appear to be well suited to situations 
where a rather small subset of the original vari- 
ables is adequate. The present method is recom- 
mended where relatively few (up to one -third, say) 
of the variables are to be discarded. This situa- 
tion can be readily identified when the factor 
analysis indicates that a rather large number of 
factors are required to "explain" the data. 

The method of this paper has the added ad- 
vantage of simplicity of operation. It is easily 
programmed and can be included as an option in a 
standard factor analysis routine. The resulting 
ordered distance values can be examined meaning- 
fully by someone with little statistical expertise. 

The number of factors to be used is somewhat 
arbitrary. Good results will be obtained by re- 
taining at least enough to "account for" about 95% 
of the variance in the system. 
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A MODEL OF BIRTH PROBABILITIES SPECIFIC FOR AGE AND PARITY OF WOMEN 

Harry M. Rosenberg, Carolina Population Center, University of North Carolina 
Ralph E. Thomas, Battelle Memorial Institute, Columbus Laboratories 

Formal models of aggregate human fertility 
have focussed, in the main, on the variable, age 
of woman, and its relation to the probability of 
having a birth. The literature includes early 
work such .as Lotka's graduation of the maternity 
functionl/by the normal or Gaussian distribution, 
Wicksell's fit by a Pearson Type III curve, and 

Hadwiger's exponential fit.J Recent work by 
Mitra and Romaniuk has used the Pearson Type I 

curve for graduation of fertility rates by age of 
woman; Brass has used polynomials; and Murphy and 
Nagnur have fit Gompertz functiona,to fertility 
rates, cumulated by age of woman. Considerably 
less attention has been given to the variable 
parity and its relation to the probability of 
birth, even though some, such as Ryder, have come 

to emphasize the importance of this variable. 
Ryder has stated, "The most important fertility 
variable is birth parity, not merely because it 
influences fertility, but because it is fertili- 
ty. " Accordingly, in some of Ryder's recent 
work, birth analyses are carried out entirely in 

terms of parity indices rather than birth rates 

specific for age. 
Conceptually, we need not adopt the view that 

parity of women is a more useful perspective, or 
a more powerful correlate of birth probability 
than age of women. Instead, parity and age can 

be treated as complementary perspectives on fer- 
tility, combined in a more basic index of aggre- 
gate fertility, the birth rate specific for both 

age and parity, hereinafter called the "birth 
probability." 

Pioneering work with birth probabilities done 

by Whelpton was reinforced by Karmel's discussion 

of Whelpton's work. More recently Murphy asses- 
sed the stable populatiop implications of birth 

probability assumptions. The present paper 
attempts to redirect attention to rates specific 
for both age and parity of women by constructing 
a general structural model that captures the 
major features of a birth probability time series 
for American women during the years 1917 to 1968. 

THE MODEL The attempt has been made in devel- 
oping t he birth probability model to construct 
one which, while showing good correspondence with 
the data, also embodies relations and parameters 
that can be related to certain social and biolo- 
gical aspects of human fertility. Such a model 

can have value for both estimation and explana- 
tion. 

*Research upon which this paper is based was sup- 
ported by Grant No. IRO1 HD05981 -01 from the 
National Institute for Child Health and Human De- 
velopment (Center for Population Research). Valu- 
able assistance in this study has been provided 
by Norman Ryder, Office of Population Research, 
Princton University; John Patterson, Division of 
Vital Statistics, National Center for Health Sta- 
tistics; Amy J. Kuntz, Department of Mathematics, 
University of North Carolina, Chapel Hill; and 
Roger W. Cote, Battelle Memorial Institute, 
Columbus Laboratories. 
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Evaluation of arrays of birth probabilities for 
individual birth cohorts of women indicates that 
the likelihood of having a birth increases mono- 
tonically with increasing parity n of women, con- 
trolling for age x; and decreases monotonically 
with increasing age of women after age 22 years, 
controlling for parity.Z/ A model that can repre- 

sent these relations is as follows: 

-1 /A (1) 

1, x- +e (ml -m2) 

b(x,n) -A ln(x- ml m 1 /A( 
ml 

1 m2-ml) x -An<m2 

x >m2 

where represents the number of years 'consumed' 

by each additional birth; ml represents the age at 

menarche; m2, the age at menopause, and the para- 
meter A denotes a scale factor. The end conditions 

restrict birth probabilities from exceeding 1.0 at 

the onset of menarche, and the lower restriction 
prevents birth probabilities from becoming nega- 

tive after menopause. 

Conceptually, parameter ml is interpreted as 

representing the chronological onset of female 

fertility; m2 as representing the termination of 

the fertile period; x -m7, then, represents the 
number of years since tfie menarche. The parameter 
A is the reproductive 'cost' in years per addi- 

tional child, and the entire expression in the 

numerator of equation (1), namely (x -ml an) repre- 
sents nonreproductive years at age x. The denomin- 

ator m2 -m1 can be viewed as a representation of 

the fertile period. 
Thus the ratio varies between zero and 

one when 4n <m2. écause the numerator repre- 

sents the complete span of her reproductive years, 
it is seen that the ratio is that proportion of 
her reproductive life that to that point has not 

been used for reproduction. A low value for this 

ratio, which implies a high potential for future 

childbearing, can result under either of two con- 
ditions: (1) when the woman is near age ml, or (2) 

when n is large so that the residual (x -m1) is 

small. In the first case, the ratio will be small 

because of the woman's chronological youth; in the 

second, because her reproductive youth has been 

maintained through repeated childbearing, reflect- 
ing a large value for n. Small values of the 
ratio, then, are associated with probabilities 

close to the value one; large values of the ratio 

are associated with probabilities close to zero. 
It is a significant feature of the model that a 

reproductive history of high fertility is associa- 
ted with a high probability of having a next child. 
Another way of stating this is to say "the more 
children a woman has had, the more she is likely 
to have, except as she ages." 

Another. way of picturing the process qualita- 
tively is as a series of monotonically decreasing 
probability schedules by age of woman, one for 
each parity class of woman. Th 

e 
schedules increase 

in height by x 
-A x -mm ) 



with increasing parity as illustrated in Figure 1, 

such a woman remaining childless would be associa- 

ted with the continuous downward trajectory indi- 

cated as "I ", while a woman having a first birth 

at age x, shown as path "II ", would, at that age, 

experience a discontinuity as she moved to a high- 

er, but decreasing, trajectory of women in parity 

class one. Although Figure 1 shows a series of 

birth probability schedules, they are, in fact, 

only a single curve, as represented in equationl. 
The parameters ml, m2, and Aare assumed to be 

biological processes that may change slowly over 
time. In contrast, the parameter A is assumed to 
reflect mainly aggregate fertility responses of a 

birth cohort to exogenous social and economic 
factors. For this reason, the behavior of A is of 
particular analytic interest and is pursued in 
another paper. Previous work along these lines 
has been done, by Campbell and others. 

PARAMETERIZING THE MODEL Parameters of the 
model were estimated using data from the Division 
of Vital Statistics, National Center for Health 
Statistics, U.S. Department of Health, Education, 
and Welfare.] Birth probabilities are actually 
derived measures, in which the numerator repre- 
sents births of a specific birth order; that is, 

first births, second, third, fourth births, etc., 
by age of woman.l.4/ The denominator represents an 
independent estimate of women at risk, by age and 
parity, to have a birth of that order. Thus, be- 
tween ages ml and m2, all parity zero women are 
assumed to be at risk to have first births; pari- 
ty one women, at risk to have second births, etc. 
The numerator and the denominator are each 

subject to the errors and biases characteristic 
of their respective sources, namely, the vital 
registration system and the decennial censuses. 
These include problems of under -reporting, mis- 
classification of age and parity of women, and 
misreporting of birth order of child. Moreover, 
it is likely that historically the extent and 
type of biases in the data arising in both sourc- 
es has changed, so that some perturbations over 
time in data series actually reflect changes in 
the quality of data rather than changes in fer- 
tility. 

Furthermore, biases and distortions in the 
rates are likely to be concentrated among certain 
age and parity combinations, where the probabili- 
ty of having a birth is very high. Such a group 
would be young, high parity women among whom the 
risk of birth is high. For such numerically small 
groups, rates tend to be less stable and reliable 
than those of other age -parity combinations. 

Parameter estimation, for all cohorts combined 
(1877 through 1954), involved a two -stage proce- 
dure in which, first,) was estimated, and second, 
the parameters m11, m2 and, were derived by a 
linear least squdres prògram, using the estima- 
ted value of A and the following transformation 
of equation (1): (x4n)= m1 +(m2- (2) 

Estimates of parameters for all cohorts com- 
bined were as follows:) = 1.83 years; ml= 8.58 
years; m2 -m1= 30.83 years; and A= 0.209. Our goal 
is to develop a model whose parameters can be in- 
terpreted as social or biological. However, the 
initial estimates of the parameters do not entire- 
ly satisfy the objective. For example, the estima- 
ted value for mi, interpreted as the age of 
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menarche, is about nine years, well below the re- 
corded experience for this country.11/The length 
of the fertility period, to which the difference 
m2 -m1 refers, is also. less than the span indica- 
ted by the data set. 

In validating the model, subsequent to esta- 
blishing single values for each parameter based 

on the combined cohort estimates, we found that 
a single estimate for the parameter A resulted 

in consistent underestimates of birth probabili- 
ties for parity zero women. As a consequence, 
separate estimates were made of parameter A for 
each parity. 

In general, the fit between observed and 
model- generated estimates of cohort birth proba- 
bilities is good; it reveals, interestingly, that 
positive or negative deviations persist over 
successive ages rather than showing random move- 

ment around predicted values between successive 
ages. Autocorrelation of this kind might repre- 
sent actual aggregate fertility behavior in 

which lower parity specific rates are subsequent- 
ly compensated by higher rates and the reverse; 
or, it could reflect either data or model bias. 

For all the parities combined in the 1908 cohort, 
the relative difference (root mean square expres- 
sed as a percent) between the actual and the fit- 
ted data was 1.6 percent. This was the best fit 
achieved for cohorts 1877 -1954; the poorest fit 
was for the 1897 cohort for which the model 
values deviated from the actual values by about 
six percent. 

MARKOV PROCESS REPRESENTATION As Keyfitz in- 

dicated in summarizing the work of E. M. Murphy, 

birth rates specific for age and parity lend 

themselves quite naturally to representation as 
Markov processes. In the Markovian model, the 
birth probabilities are the likelihood that a 
randomly -selected woman in a parity class will 
move, or make a transition, from parity state n 

to parity state n +l. The birth probability model 
here presents a particular kind of Markov process 
that can be characterized as nonhomogeneous and 
irreversible. Nonhomogeneity refers to the char- 

acteristic that the state transition probabili- 
ties are conditional on age of the woman, while 
irreversibility means that women can only move to 
higher parity classes, and never return to lower 
ones. 

With these observations, the transition matrix 
M(x), as a function of calendar age (x), may be 
written as follows: 

0 1 2 3 4 5 6 7+ 

q0 ... 

1 ql p1 

2 
q2 p2 

M(x) = 

3 
q3 p3 

4 q4 p4 

5 
q5 p5 

6 q6 p6 

7+ ... 



where the pn, qn denote transition probabilities, 
and the parity states are shown by the labels 
bordering the matrix. Only the diagonal and the 
super -diagonal have non -zero entries; all other 
entries are zero. The symbol pn denotes the 
probability that a randomly selected woman of age 
x and parity n will make a transition to parity 
state n +l in the coming year; the probability 
that no such transition is made is denoted by 
qn = 1 n =0, 6. 

Next, at the beginning of a given year, let 
V(x) = (v(0), ..., v(7)) denote a parity distri- 
bution of 1000 randomly selected women of age x 
among the parity states 0 through 7. The expected 
parity distribution at the beginning of the next 
year is then given by 

V(x +l) = V(x)M(x). 
Similarly, by incrementing age by one year we 
have V(x +2) = V(x +1)M(x +l), 

and the replacement of V(x +l) yields 
V(x +2) = V(x)M(x)M(x +l). 

Proceeding recursively, it follows that 
x 

V(xm) = V(xn) m(x), 
x =xn 

where xn and xm denote the ages of menarche and 
menopause, respectively. As an example, if 1000 
women of age 14 are all taken to be in parity 
state 0, then V(14) = (1000, 0, 0, 0, 0, 0, 0, 0) 

and the expected parity distribution at age 49 is 

given by 
V(49) = V(14) x4 

This result shows how the parity distributions 
can be computed from the matrices of transition 
probabilities. These transition probabilities 
may be taken equal to the reported birth proba- 
bilities. Alternatively, the published birth 
rates may first be 'smoothed' by fitting the 
birth probability model developed in this paper. 

THE MODEL FOR YOUNGER WOMEN The model postu- 
lates decreasing birth probabilities with increas- 

ing age of women. And, in general, the fit 

between recorded and fitted values is quite good 
for women in the age range 22 to 47 years. Before 
age 22 years, however, observed values are consid- 
erably below those expected on the basis of the 
model. For example, the model yields 0.328 for 
the birth probability of a 15- year -old woman of 
zero parity, compared with a reported value for 
this birth birth probability of 0.0087. However, 
the reported figures do show increasing birth 
probabilities with increasing parity, controlling 
for age of women. 

The large discrepancies between the observed 
and the model birth probabilities at lower ages 
are believed to be attributable, in large measure, 
to the relatively small number of women who are 
married at young ages. Proportions of women ever 
married increase from about one out of 100 at age 
14 years to over seven out of ten at age 22, 
stabilizing for recent cohorts at abut 90 per- 
cent ever married at age 30 years.l Marriage, 
we know, is neither a necessary nor sufficient 
condition for childbearing, given the incidence 
of premarital conception, which may or may not be 
followed by wedlock, together with the prevalence 
of marital infertility; however, marriage can 
serve as a proxy of changes in exposure to the 
risk of having children at younger ages. 
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For simplicity, consideration of marriage as an 
explicit element was deliberately omitted in de- 

veloping the model in its present, preliminary 
form. There are, nevertheless, ways in which it 

could be incorporated into a somewhat more com- 
plex model. Keyfitz, for example, suggests that 

the matrix formulation include parity states 

specific for nuptiality. But the major 
restriction on such an approach are data limita- 
tions with respect to the legitimacy status of 

newborns and the marital status of women at risk 

to have children. 
A somewhat less formidable way of approaching 

the problem, but one also constrained by data 

limitations, is normalizing reported birth proba- 
bilities by estimated proportions of women -ever- 

married prior to estimating model parameters. The 

effect of normalizing birth rates by marital sta- 

tus can be illustrated using 1960 data on births 

and women ever married by age, as shown below: 
Birth Rate 

Birth Rate 
1960 

Proportion 
of Women 

Ever 
Married , 
1960 

for Ever 
Married, 
Normalized 

Women 
1960 

Age Groups 

of Women 

15 -19 years 0.089 0.118 0.754 

20 -24 0.258 0.720 0.358 

25 -29 0.197 0.869 0.227 

30 -34 0.113 0.891 0.127 

35 -39 0.056 0.881 0.064 

40 -44 0.016 0.860 0.019 

Normalization by marital status, this illus- 

trates, changes the standard maternity function 

to one compatible, in its general magnitude,with 

our birth probability model. 

DISCUSSION The availability of fifty years of 

birth rates specific for the age and parity of 

American women provides a rich data base for 

structural and historical analysis. The general 

structural model 
- 

b(n,x) = -A(n)ln m2 m1 

approximates the major features of the truncated 

fertility function cohorts of women born during 

1896 to 1945. The basic features of the model 

are the following: (1) two parameters that re- 

late conceptually, though not quantitatively in 

our initial work, to the biological states of 

menarche and menopause; (2) a parameter for the 

socio- biological process of childspacing; and 

(3) a scale factor that appears to reflect a 

cohort's responses to socio- economic forces, 

both short -term and long -term. 

The model serves to organize the age and pari- 

ty specific birth probabilities in a manner that 

is intuitively appealing and is useful as an in- 

vestigative tool. However, certain shortcomings 

of the model should be noted: (1) some modifica- 

tions should be made to extend the range of the 

model downward to age 14 years by procedures 

such as those discussed here; (2) further adjust- 

ments to the parameters identified as predomi- 

nantly biological may be desirable to bring them 

more closely into alignment with independently - 

derived values; and (3) further studies should 



be made to minimize biases in the model, and to 
ensure the validity of reported rates, through 
adjustment if necessary. 

Future work will involve detailed historical 
analysis of the behavior of each of these para- 
meters and examination of the covariation 
between these parameters and related biological 
and social variables. In addition, initial work 
indicates that the model may be helpful in ex- 

tending Ryder's work on the relation between 
cohort and period fertility indices.) Also, it 

may be useful in projecting age- specific period 
fertility rates on a more secure cohort fertili- 
ty base. 

-Aln 

General Model Equation. 

b(x,n) = -Aln m2 
-m1 

1 

Age of Woman x 

Figure 1. Hypothesized Relation Between Birth 

Probability and Age of Woman, II. 
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DISCOURAGED WORKERS AND UNEMPLOYMENTi A FURTHER ANALYSIS BY COLOR 

Marc Rosenblum, John Jay College, City University of New York 

Summary and Conclusions 

Not only have nonwhites failed to ad- 
vance in recent years when compared with 
whites in the frequency of their labor 
force activity, but an analysis of Current 
Population Survey (CPS) and related data 
suggests their situation is actually de- 
teriorating. Moreover, whatever gains 
have been recorded are all in the female 
group and attributable primarily to in- 
creased labor force attachment by sex ra- 
ther than by race. 

And, while comprehensive demographic 
analysis is beyond the scope of this pa- 
per, the unfavorable trends in several 
measures of labor force behavior seem to 
closely follow proportional nonwhite in- 
creases in working age population. Par- 
ticularly during periods of tight and de- 
teriorating labor markets, like the pre- 
sent, this would suggest a near zero -sum 
situation in the aggregate distribution 
of employment gains by race, or certainly 
a less flexible one than needed to accom- 
modate all job- seekers under present in- 
stitutional and labor market arrangements. 

Furthermore, several labor force mea- 
sures under evaluation all indicate a 

growing difference in worker discourage- 
ment along racial lines. Thus, the appa- 
rent rise in withdrawal from the labor 
force by blacks -- indicated by reduced 
participation rates -- is in part a shift 
to discouraged worker status rather than 
lessened attachment to work.1 

What the analysis will specifically 
show is (1) an upward trend in the pro- 
portion of job- market discouragement for 
nonwhites while that for white workers is 
declining. 

(2) a growing difference by race in 
the ratios of discouraged unemployment to 
regularly calculated unemployment. 

(3) a growing difference by race in 
labor force participation rates calcula- 
ted by both regular and discouraged meth- 
ods, with the greater black difference in- 
dicative of proportionally higher job -re- 
lated discouragement. 

(4) a larger proportion of nonwhites 
surveyed as not -in- the -labor force but 
wanting to work relative to whites. 

(5) greater proportions of blacks 
who are discouraged workers -- for both 
job- market and all reasons -- in relation 
to those persons in each racial category 
not -in- the -labor force and wanting employ- 
ment. 

(6) a higher proportion of blacks 
who are job- market discouraged relative 
to population, with a difference that var- 
ies both with economic conditions and de- 
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mographic change. 

Background and Introduction 

Attempts to explain differences in 
employment and unemployment by race have 
in the past focused on education, occupa- 
tional levels and several other variables. 
At the same time, researchers over the 
years have developed more understanding 
of labor force behavior in general. 

Part of this overall effort, partic- 
ularly during the past two years, has ex- 
tended to persons counted as not- in -the- 
labor force by CES interviews.(Only those 
overtly seeking work are enumerated as un- 
employed, hence part of the labor force). 
A portion of those not -in- the -labor force, 
known as discouraged workers, are persons 
expressing a desire to work but not look- 
ing because they believe it impossible to 
find a job. 

Worker discouragement has interested 
several investigators, from the standpoint 
of subemployment or insufficient earn- 
ings.2 This author's focus is on people 
discouraged by insufficient labor demand 
and quantitative aspects of their re- 
sponse at different unemployment levels. 

At the root of problem is an anomaly: 
persons must indicate some specific job 
search activity to be officially consid- 
ered unemployed, even where their know- 
ledge of labor market conditions indi- 
cates such activity to economically irra- 
tional. Given these conditions it is per- 
fectly reasonable for an individual to 
avoid a job search that has a low proba- 
bility of success. But clearly such be- 
havior results in understated aggregate 
joblessness under official definitions of 
unemployment. 

Discouraged unemployment is inter- 
preted to cover those persons currently 
available for (and realistically able to) 
work. Regular (as defined by BLS) unem- 
ployment coincides with this measure ex- 
cept for the job -market discouraged.__Thus, 
workers discouraged for economic reasons 
increase during slack periods, and decline 
when labor demand rises. 

Although the number of persons so 
affected is not large relative to the 
overall labor force, redefinition of work- 
er discouragement as a component of unem- 
ployment would have a clear impact on the 
government's most widely -followed economic 
statistic. That impact was determined to 
have a mean of 15% over the past seven 



years, with variation dispersed procycli' 
cally.3 

These findings suggest that some dis'- 

couraged workers are quite sensitive to 
levels of economic activity, and have an 
attachment pattern not unlike the majori- 
ty of workers -- except that in the ab- 
sence of jobs they are more passive in 
their search behavior. Our knowledge of 
job hunting patterns indicates that costs 
are incurred in relation to expected re- 
turn. As the prospective wage level and 
probability of finding work diminish (as 
in the case of many nonwhites) it is pos- 
sible that passive -- rather than active 
-- search effort may be entirely rational, 

To follow the number of persons 
whose lack of work can be alternately re- 
garded as unemployment or nonparticipation 
the author derived a `discouraged unem- 
ployment rate. "4 If people discouraged 
for job- market reasons (but not those dis- 
couraged for personal reasons) are as- 
signed to the unemployed category, we ob- 
tain a more comprehensive measure of man- 
power underutilization. 

A distinction between people avail- 
able for work and the officially unemr 
ployed is thus made. If the unemployment 
rate is viewed (aside from its literal 
definitIpn) as an index of inadequate 
manpower demand, use of the "discouraged" 
version permits that important marginal 
element -- the job- market discouraged -- 
to be analyzed. 

Initially the entire labor force, 
and its divisions by age and sex, were 
reviewed. In this paper the element of 
race is introduced to determine the ex- 
tent of variation in discouraged worker 
behavior on those dimensions, 

Trends in Job -Market Discouragement and 
Participation 

The total number of persons dis- 
couraged for job- market reasons fluctu- 
ates procyclically, but in less elastic 
terms than the overall participation to 
employment relationship, By race, the 
nonwhite proportion of this total has 
risen almost continuously from 22,4% in 
1967 to 28.1% in 1973; or by 25.6 %. The 
uptrend, particularly since 1970, is at- 
tributable primarily to more discourage- 
ment among females. 

By comparison, the proportion of 
blacks in the civilian labor force went 
up 1,1% during the like time period, This 
was a net figure, since the proportion 
of males declined 2,1% while females in- 
creased their activity by 5,3%, Table 
indicates these proportions. 

417 

Table 1 

DISTRIBUTION OF JOB- MARKET DISCOURAGEMENT 
AND CIVILIAN LABOR FORCE BY COLOR,1967-73 

Sex & 

Race 
Discouragement C.L.F. 
1967 1973 1967 1973 

W Male 
W Female 

Total W 

NW Male 
NW Female 

Total NW 

Sum Total 

.252 

.524 

.776 

.063 

.161 

.224 

1.000 

.268 

.451 

.719 

.077 

.204 

.281 

1.000 

.569 

.319 

.888 

.064 

.048 

.112 

1.000 

.548 

.339 

.887 

.063 

.050 

.113 

1.000 
Thus, similar patterns are emerging 

in both labor force participation and job 
related discouragement. Since 1967, prac 
tically all gains in the labor force have 
been concentrated among white females. 
The magnitude of this is made clearer by 
Table 2. In that table, differences are 
shown between the 1973 total labor force 
and a 1973 labor force derived by using 
the component of change method.5 

Table 2 

DIFFERENCE BETWEEN ACTUAL 1973 LABOR FORCE 
AND DERIVED 1973 LABOR FORCE BY USING 1967 

PARTICIPATION RATES 
(Thousands) 

Sex NW W Both 
Male -346 -979 -1,325 
Female 8 2,977 2,985 
Total -338 1,998 1,660 

Since 1967, participation rate change 
has accounted for a net increase of 1.66 
million persons over the number who would 
otherwise have been in the labor force. 
2.99 million of them are women, -1.33 
million are men. 

Similarly, 2.0 million are white, 
-.34 million are black. These changes 
are examined further below in connection 
with related demographic effects. 

Discouraged Unemployment by Color 

The employment pattern for nonwhite 
persons is more sensitive to cyclical 
fluctuations in economic activity. In 
the traditional sequence, blacks are the 
last to be hired and the first laid off. 
This well -known phenomenon is reflected in 
unemployment rates that are approximately 
twice the rate for whites, and around 1.8 
times the overall national rate. A better 
understanding is obtained when discouraged 
unemployment, as defined above, is mea- 
sured. Figure 1 (following complete text) 
shows this for nonwhite unemployment rela- 
tive to the white labor force. 

For the period under study, a U- 
shaped sequence is evident. Two facts 
stand out: 



(1) Discouraged unemployment for 
blacks is proportionately greater, with 
that line almost continuously above the 
path of regular unemployment. For 1973, 
the difference in ratios was at a maximum 
for the series, suggesting a worsening of 
nonwhite employment conditions. 

The exception, 1968, is explained by 
high levels of economic activity (albeit 
war -related) and declining unemployment. 
With the overall jobless rate below 4%, 
employers were hiring nonwhite workers 
at a rate that brought the black unemploy- 
ment rate down faster than the white -- 
so the ratio increased. Discouraged work- 
ers coming into the labor force as work 
was available, on the other hand, were 
more evenly distributed in terms of the 
ratio, so the (ui /u)* measure kept falling. 

(2) The ratio appears to move with a 
lag. Its low for 1970 and 1971, came at 
a time when unemployment rose and a re- 
cession was under way. Given that black 
unemployment moves in something less than 
a 2:1 pattern to declining economic con- 
ditions, the ratios do not turn upward un- 
til deterioration of employment is clear - 
cut. 

And, as pointed out above, blacks 
are more likely to suffer discouragement 
in the labor market. The ratio of dis- 
couraged unemployment thus remains higher 
than the ratio for unemployment calcula- 
ted by standard methods. 

Further analysis of unemployment 
rate ratios by color builds on previous 
findings. In the author's prior study, 
it was noted that a ratio of discouraged 
to regular unemployment rates, (U /L) *(U /L) 
is inversely related to the unemployment 
rate, while the number of persons dis- 
couraged for job- market reasons moved 
positively with the unemployment rate.6 
The inverse relationship results from a 

decline in the ratio during periods of 

high unemployment. Then, the number of 
unemployed persons increases rapidly, 
lessening the relative difference between 
both types of unemployment -- discouraged 
and regular. 

The same technique is then applied 
to the data by race. Taking the differ- 
ence in means for 29 quarterly observa- 
tions (I -67 through I -74), nonwhite dis- 
couraged unemployment averaged 16% higher 
while the corresponding white measure av- 
eraged 14% above regular unemployment. 
This difference is statistically signifi- 
cant.7 

On the basis of color, it was further 
hypothesized that nonwhites would show a 
more sensitive relationship between the 
number of job -market discouraged and un- 
employment rates. This would be in keep- 
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ing with the job- search behavior litera- 
ture, given existing information networks, 
transportation patterns and discrimina- 
tion.8 The results confirm this hypothe- 
sis, as shown below. 

Table 3 

RELATIONSHIP OF PERSONS DISCOURAGED FOR 
JOB- MARKET REASONS AND UNEMPLOYMENT 

RATES, BY COLOR, I -67 to I -74 
W NW 

SEX r R2 t r R2 t 

MALE .45.20 2.61* .62.38 4.10** 
FEMALE .75.56 5.81 ** *.77.59 6.20 ** 
ROTH SEXESa .67.45 4.66 .73.53 5.56 

a Significance not tested for both 
sexes. See footnote 7. 

* Significant at .05 level. 
* ** Significant at .001 level. 

While the correlations vary for dif- 
ferent subgroups by age, they are for each 
group by race greater for non -whites. In 
the face of cumulatively greater impedi- 
ments to obtaining employment, black per- 
sons are more likely to withdraw from the 
officially- defined labor force. 

The effect of discouraged unemploy- 
ment can be further adduced by comparing 
labor force participation rate differences 
by race. Customarily, reduced participa- 
tion rates during times of economic slack 
are interpreted as withdrawal from the la- 
bor force, When job- market discouragement 
is counted as unemployment (as this paper 
does for analytical purposes), a portion 
of this cyclical variation is removed -- 
since only those persons unable or unwil- 
ling to participate for various other rea- 
sons are considered not in the labor force 

The difference between regular and 
discouraged participation rates is much 
higher for nonwhites than for whites. 
While the extent of difference is not uni- 
form across subgroups, its direction is 
similar in every case by age and sex, 
their totals and the total of both sexes.* 

Discouragement for Other Than Job -Related 
Reasons 

Workers are considered discouraged 
for personal reasons in CPS surveys -- as 
opposed to job- market reasons -- if their 
response indicates: 

(a) The lack of necessary school- 
ing, training, skills or ex- 
perience. 

(b) Employers think they are too 
young or too old. 

(c) Other personal handicaps in 
finding a job. 

Elsewhere, the author argues that 
(b) -- the age- mismatch group -- can be 
considered a job- market variable.9 Leav- 
ing (a) and (c) as personal elements of 
discouragement, it may then be surmised 



why the association above is almost three 
times as strong for whites. Other person- 
al handicap (c) includes responses reflect 
ing racial discrimination, while item (a) 

covers areas where blacks have historic- 
ally lagged behind the general population. 

Another way of viewing the same phe- 
nomenon is to regress the total of all 
discouraged workers on unemployment -- 
using the discouraged unemployment rate 
(U /L) *. On this measure, the number of 
nonwhites is more sensitive to changes in 
economic conditions. The relationship is: 

R2 
White .56 .31 3.48 ** 
Nonwhite .76 .57 6.01 * ** 

** Significant at the .01 level. 
* ** Significant beyond the .001 level. 

The pool of nonwhite workers dis- 
couraged for personal reasons may include 
at least some whose perceived inability to 
find work is linked to economic conditions 
The number of persons in this category is 
not large, however, since the mean of to- 
tal black discouragement for the period 
under study is only 160,000, with 24,000 
of these categorized as for personal rea- 
sons. 

The Effect of Population Growth on Labor 
Force Participation 

Between 1967 and 1973 the nonwhite 
population of working age (16 years and 
above) increased at an annual rate of 3.52%. 
During the same period, comparable figures 
for whites showed a 1.69% rise. 

If racial characteristics were fully 
disregarded in the labor market one could 
assume that trends in participation by co- 
lor would likewise be indistinguishable. 
This is not the case. Black participation 
is declining while white participation ié 
not. Using race as a proxy for the vari- 
ables on which employment decisions are 
made, the white and nonwhite experience 
can be compared by a component -of- change 
analysis. 

This is seen in table 4. Expansion 
of the black labor force is a result of 
rapid population growth, despite a decline 
in male participation rates. For whites, 
on the other hand, a modest ongoing drop 
in male participation is more than offset 
by continued growth in the female sector, 
exceeding the population rise. 

Since labor force increase is tied 
to employment growth, a sustained period 
of subemployment places limits -- not mea- 
sured here -- on its size during any per- 
iod. Population growth in excess of la- 
bor force expansion thus results in de- 
clining participation rates unless a more 
than proportional absorption of persons 
from specific age groups is effected, i.e. 
a changing dependency ratio. 
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It is not the focus of this paper to 
follow all the paths opened up by the above 
analysis, other than the relationship be- 
tween worker discouragement and declining 
participation. As developed below, how- 
ever, the growing divergence between dis- 
couraged-to- regular unemployment ratios in 
racial terms cannot be fully understood 
without inclusion of demographic factors. 

Table 4 

LABOR FORCE GROWTH BY COMPONENT OF CHANGE 
1967 -73 

(percent per decade) 
Race& Labor Force Attributable to 
Sea Growth Population- Participation 

Growth Rate Change 
NW 
Male 19.5 
Female 34.7 

Total 25.8 

W 
Male 12.2 
Female 36.4 

30.5 
34.3 

-11.0 
0.4 

32.1 -6.3 

15.7 -3.5 
16.3 20.1 

Total 20.5 15.9 4.6 
Assessing the Evidence 

The economic state of nonwhites has 
been amply documented in the poverty li- 
terature.10 Thus, among the things this 
paper has done is present a series of la- 
bor force measures that amplify and con- 
firm findings derived by other methods of 
analysis. In that sense, no surprises 
emerge.il 

Yet the questions remain. What 
causes the differentials described above? 
And perhaps more importantly, why are 
they getting worse? Obviously, no single 
answer is possible. Is there nevertheless 
some theoretical framework within which 
these findings may be reconciled? 

A number of possible factors might 
be considered individually and in combi- 
nation. They are: 

1. Some degree of labor market in- 
equality continues to exist. In 
part this is due to racial group 
differences by occupation, by 
geographical distribution, by 
skill and training, expectation 
and aspiration levels, and by 
education as it bears on the 
above. That is, part of the in- 
equality is institutionally 
based, including the effect of 
market segmentation. Some de- 
gree continues to be subjective 
or discriminatory. 

2. Changes in participation rates 
by sex are interacting with de- 
mographic changes by race, leav- 
ing relatively more minority 



group persons without employment 
under existing patterns. Recog- 
nizing the existence of the la- 
bor market barriers referred to 
above, a conjectural sequence 
would see additional nonwhites 
absorbed into jobs in some re- 
lation to their existing propor- 
tion of the total labor force. 

This absorption could increase 
(a) under favorable, full em- 
ployment conditions, (b) as the 
population proportion dropped or 
(c) or if market barriers were 
lowered. It could diminish, or 
not increase, (a) when employ- 
ment was scarce and competition 
for jobs keener, (b) if the pop- 
ulation proportion rose, or (c) 
if market barriers remained un- 
changed. 

Where the rate of population 
growth exceeds the absorption 
rate the result would be, hold- 
ing all other labor market fac- 
tors constant, (a) reduced par- 
ticipation rates, and (b) in- 
creased discouragement. If, on 
the other hand, population rose 
less rapidly than the absorp- 
tion figure, (a) participation 
would increase, and (b) discou- 
ragement would drop proportion- 
ally. 

The ratio of job- market discourage- 
ment to population (Di /Pi), shown in ta- 
ble 6, bears out this formulation. 

Table 5 

JOB MARKET DISCOURAGEMENT AS A PERCENTAGE 
OF NONINSTITUTIONAL POPULATION - BY COLOR 

Year Color Difference 
W NW (NW - W) 

1967 0.39 0.95 0.56 
1968 .35 .81 .46 
1969 .28 .69 .41 
1970 .33 .82 .49 
1971 .39 1.00 .61 
1972 .38 .97 .58 
1973 .32 .99 .67 

The difference declined to a low of 
0.41 in 1969, at the peak of Vietnam -re- 
lated full employment. The worsening la- 
bor market situation of nonwhites is in- 
dicated by the increase to 0.67 in 1973. 

This explanation is tentative,and a 

frankly post -hoc attempt to account for 
part of the worsening trend in black - 
white labor force patterns. 12 

The basic existence of racial dif- 
ferences in discouraged worker behavior 
stems from historical fact. Labor market 
practices and institutions have tended 
to preserve past inequalities, or to ac- 
cept them in a broader social setting not 
limited to purely economic spheres. 
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That these differences are becoming 
more pronounced despite efforts over the 
past decade to offset them, however, ap- 

pears related to the interaction of de- 
mographic and labor force variables.13 

In that sense, the problem becomes 
more intractible. For the trend to be 

overcome or offset, an increasing number 
of nonwhite persons would have to gain 
jobs. 

Given the present outlook of slow 
growth and rising overall joblessness 
this would involve some redistribution of 

employment rather than, as under ideal 

conditions, a bigger slice of an expand- 

ing pie. Continuation of recent trends 
in the distribution of discouraged work- 
ers by race thus is more likely, at least 
in the period ahead. 

Footnotes 

1. The terms nonwhite and black are 
used interchangibly, although only 
90% of nonwhites are,strictly defined, 
black. 

2. Thomas Vietorisz, Jean -Ellen Gib - 
lin and Robert Meir. Some Indicators 
of Subemployment. New York: Research 
Center for Economic Planning, 1974; 
Sar A. Levitan and Robert Taggart, 
The Employment and Earnings Inadequa- 
cy Index: A New Social Indicator. 
Baltimore: John Hopkins University 
Press, 1974. 

3. Marc Rosenblum, Discouraged Work- 
ers and Unemployment: A Review of Re- 
cent Evidence. A paper read to the 
New York State Economics Association, 
March 30, 1974, Buffalo, New York 
(forthcoming in that Association's 
1974 Papers and Proceedings). 

4. Ibid. 
5. This is done by taking base year 

(1967) participation rates multiplied 
by actual 1973 population to obtain 
the labor force that would have exist- 
ed had all change been demographically 
based, compared with actual change. 
This comparison, relative to real 
change, indicates the influence of 
each factor. 

6. Rosenblum, cit. 
7. t= -2.50, significant at .02 level 

for the total of both sexes by race. 
In this paper some test results are 
presented comparing the combined sums 
of both sexes by color, others com- 
paring the totals of each sex and color. 
The comparison best illustrating that 
aspect of labor force behavior being 
discussed was used as both sets of 
tests cannot be run on the same data 
without violating the assumptions of 
independence necessary for employing 
t- tests. 
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INITIATIVE, INNOVATION, AND AGING IN MASTER CHESS 

Ernest Rubin, American University 

Prefatory Remarks 

Performance ratings of chess masters in tour- 

naments generally decrease after they have reached 
their prime. The time interval of optimal play of 

most masters appears to occur between the ages of 

25 and 35 years. The general phenomenon of de- 

clining creativity and efficiency with age has, of 
course, been widely observed and commented upon 
throughout history. 

There is, however, some basis to challenge 
the axiomatic character of this generalization. 
The purpose of this paper is to examine certain 
aspects of aging in master chess, particularly in 
relation to initiative and innovation during com- 
petitive play. 

Aging in a Competitive Situation 

A certain amount of individual impairment nor- 
mally (or otherwise) occurs over time for all liv- 

ing things. In a competitive situation, however, 
two factors should be noted, the age of the in- 

dividual and of his opposition. In sports that 
depend on individual rather than team performance, 
there is the further dichotomy, namely, how play- 
ers fare in tournament and match play. 

This analysis reviews the experience of chess 
grandmasters in tournament play. Few chess mas- 
ters have engaged in serious match play throughout 
their entire competitive careers; tournament ex- 
perience provides, therefore, a time sequence that 
more adequately provides data regarding age and 
performance. 

Illustrative of the dual age process is the 
information presented in Table 1, Median Age of 
Lasker's Opponents in Selected Chess Tournaments: 
1895 -1936. Lasker's career spanned forty -seven years 
(1889 -1936). For thirty -two years (1904 -1936) or 
almost 70 percent of his active career, Lasker ex- 
ceeded the median age of his opposition. The age 
differential widened with time after 1904. During 
the last decade of his chess activity (1927 -36) he 
was the oldest competitor in his final four tour- 
naments (1934 -36). 

Another example (Table 2) provides the age 
distribution data of the qualifying world champion 
interzonal tournaments from 1948 -73. S. Gligoric 
(1923- ), the Yugoslav grandmaster, has played in 

eight of the nine interzonal tournaments between 
1948 and 1973. For these tournaments the mean age 
has varied between 30 and 37 and the median age be- 
tween 29.5 and 38.3 years. Since 1955, Gligoric 
has exceeded the mean and median age of his com- 
petitors. His performance in the interzonals has 
fluctuated considerably since 1948 and has trended 
downward since 1958. 

That the performance results of the chess 
master are influenced or affected by his age and 
that of his opposition has been commented on by 
various chess experts. Edward Lasker (1885- ), 
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an international chess master of broad experience, 
has stated: 

"...Chess history, like the history of com- 
petitive physical sports, had shown that youth 
was bound to triumph. 

"Physical endurance often made up for the 
greater experience and the finer positional 
understanding of an older master. Besides, 
the young players were catching up with the 
knowledge of their teachers with remarkable 
ease." 

And psychologist Dr. Reuben Fine, a chess grand- 
master, provides the complementary aspect: 

"...while older people (past 50) can retain 
skills they once had with little loss of 
ability, they find it difficult to learn new 
ones. It is this weakness which shows up in 

chess masters, because chess is always pro- 
gressing, and those who stand still soon fall 
behind." 

Innovation in Competition 

A measure of innovation, though not necessar- 

ily an exclusive one, may be ascertained by exam- 
ining "brilliancy" in chess play. To be sure, in- 

dividuals regard such play in a very subjective man - 
ner--i.e., there are no standard and uniform rules 
or criteria to determine what constitutes brilliant 
play. Certain attempts have been made, however, to 

provide guidelines as to the elements of chess 
brilliancies. 

For the present purpose, I accept the verdict 
of chess judges (or juries) that have determined 

which games deserve the accolade and the prize 
money for brilliancy or best -played games. Such 
determinations have been made since 1876. 

In Table 3, Age Distribution of Brilliancy 
Prize Winners and Their Opponents in Master Chess: 
1876 - 1955, data are provided, based on 77 games. 

Of interest, regarding the age factor, is that 

there is little discernible statistical difference, 
i.e., 0.4 years between the mean ages of the win- 
ners and losers. The breakdowns, by color of win- 
ner and loser, indicated only a slight difference 
of 0.5 years in the means between winner (white) 
and loser (black). Somewhat surprising, however, 
is the result between winner (black) and loser 

(white), showing a difference of 2.5 years, in fa- 

vor of the older player with the black pieces. 
Possibly the small number of cases (20) affect the 
latter result. (Applying a t test indicates no 

statistically significant difference in these 
means). 

The results suggest that age and innovation 
in master chess, as indicated by brilliancy prize 
awards, are substantively independent. Or to put 
these results in another way, older players con- 
trive brilliancies on par with younger players. 



Combinatorial skill, a primary indicator of chess 
talent, does not appear to be adversely affected 
over the active career of chess masters. 

The Age Distribution of a Brilliancy Prize Winner 

Also of interest is the relationship of aging 
to brilliancy prize awards for individual chess 
masters. Le Lionnais discusses 239 brilliancy 
prize games covering the period 1876 -1949.. 

Alekhine (1892 -1946) obtained 19 brilliancy prize 
awards, exceeding by far, the performances in this 
category of about chess masters. 

Alekhine's active chess career of almost four 
decades covered the years 1908 -45. With the ex- 
ception of two years, 1935 -37, Alekhine was world 
chess champion from 1927 until his death in 1946. 

He obtained his first brilliancy prize in 1916 and 
his last in 1942. 

Data in Table 4 show Alekhine's age, brillian- 
cy prizes awarded and tournament participation. 
His most frequent brilliancies occurred in the ten - 
year period 1922 -31 when he was in his thirties. 
It was in this period that he won the world cham- 
pionship from Capablanca (1927) and achieved high- 
est rankings in major tournaments. 

For the present purpose it is worth noting 
that 40 percent of his brilliancies occurred after 
age 40. Further study is needed to obtain a sample 
providing comparable analysis for other masters who 
have been awarded at least 10 or more brilliancy 
prizes. Such data could provide an input toward a 
defensible model of the general relationship of ag- 
ing and chess performance under standardized condi- 
tions of competition. 

Individual Tournament Performance and Age 

The tournament careers of six grandmasters 
were examined in some detail. These competitors 
were W. Steinitz (1836 -1900), J. H. Blackburne 
(1841- 1924), S. Tarrasch (1862- 1934), E. Lasker 
(1868 -1941, S. Tartakower (1887- 1956), and J. R. 

Capablanca (1888 -1942). 

The period of chess competition represented 
by this group is almost a century; Steinitz and 
Blackburne began their chess careers in the early 
1860's while the last tournament in which Tartakower 
participated was 1954. Contrasting styles of mas- 
ter play underwent many changes in this sequence of 
competing chess generations. The six players se- 
lected are representative of three generations, two 
grandmasters from each time period. On the average 
these generations are separated by about twenty -five 
years. In each pairing there is a world champion 
and another grandmaster. Their tournament records 
reveal individual performance patterns of consider- 
able interest. 

Some Comparative Aspects of the Six Grandmasters 

A summary (Table 5 ) provides comparative rele- 
vant information for each player over his active 
chess career. Perhaps the first point to be noted 
is that the profile for each player is unique al- 
though there are certain similarities. The records 

of Steinitz, Capablanca and Tartakower provide 
performance profiles that suggest more general 
models or types. 

While in every case a peak score is achieved 
after the first decade of play, the Capablanca pro- 
file provides the smoothest transition over time of 
the decrease in wins, the increase in draws, and 

relative stability in losses. The Steinitz profile, 
after his peak period shows the decrease in wins 
coupled with the increase in draws and losses over 
time. Tartakower reaches a peak and remains vir- 
tually level in the proportion of wins but, in his 

last decade of play (60 -69), decreased in draws and 
increased in losses. 

Additional information regarding the results 
for other grandmasters, playing the white and black 
sides, are needed. These tentative results indicate 
that the complex phenomenon called aging is of great 
variability as regards the initiative in chess. It 

is apparent that some masters, as revealed by their 
records, decline much faster than others. In the 
case of Tartakower, unlike Tarrasch, the decline is 

hardly apparent. For Blackburne his results after 
70 were better, percentagewise, than in his sixties; 
but he only played 43 games in his last decade of 
play compared with 180 games a decade earlier, when 
he was 60 -69. 

Some variation regarding the optimal quin- 
quennium age in tournament performance for eleven 
selected grandmasters is provided in Table 6. Two 
players, Tarrasch and Reti, did best in the age 

group 20 -24 years. Four grandmasters, Blackburne, 
Tartakower, Alekhine and Keres were in the 25 -29 

year set. World champions, Steinitz, Lasker and 
Capablanca are in the 30 -34 year age category. 
Gligoric in the 35 -39 years and Nimzovich in the 
40 -44 years groups complete the table. This quin- 

quennium breakdown, while of interest, contains an 
important limitation, namely, the number of games 

played. Thus, less than 75 games were played by 7 
of the 11 grandmasters. 

Older vs. Younger Competitors 

As illustrative, let us consider the tournament 
record of Lasker's 36 losses between 1889 -1936, tak- 
ing into account his age and that of his victorious 
opponents. These data, including a breakdown by 
white and black. are detailed in Table 7. 

The mean age of Lasker's losses is 44 years 
with a standard deviation of 17 years; the mean 
age of his opponents is around 34 years with a 
standard deviation of 11 years. The age distribu- 
tion of Lasker's losses is U- shaped (comparable 
or analogous to a mortality curve). By contrast, 
the age distribution of the successful opponents 
is a reverse J- shaped curve. Additional data may 
reveal that these results are the rule with pos- 
sibly few exceptions. 

Of interest is the final performance in a major 
tournament of sixteen outstanding masters. 
These data, covering the 75 year period 1878 to 1953, 

provide detail as to age, score, rank and number of 
competitors in these tournaments. The variation of 
results is considerable, as is the age spread of 32 
to 80 years. 

423 



Only three players in this group (Anderssen, 

Lasker and Maroczy) scored .500 or better. 
Maroczy's record is perhaps the most unusual in 

this group; he drew every game. Tarrasch at Bad 
Kissingen in 1928 lost 3 and drew 8 games. Some 
of the grandmasters, even at the terminal point 
in their careers, were very hard to beat. The 
lowest score was that of Gunsberg in the great St. 

Petersburg tournament of 1914; he lost 8, and drew 
2 games. 

To whom do the oldest players lose in these 
tournaments? Part of the answer was suggested in 
the discussion on Lasker's losses. The results 
for some of the players may provide clues to en- 
large or refine the solution to the question posed. 

At Nottingham in 1936, when Lasker was 68, 
he lost three games, one each to R. Fine (1914- ), 

S. Reshevsky (1911- ) and S. Flohr (1908- ); 

their respective ages then were 22, 25 and 28 
years. Capablanca at the A.V.R.O. tournament of 
1938 was 50. He lost four games; one each to P. 

Keres (1916- ), Botwinnik (1912- ), Alekhine 
(1892 -1946) and M. Euwe (1901- ). The respective 
ages of these players were 22, 26, 46 and 37 years. 
(The last three noted held the world chess champi- 
onship during their careers). When Tarrasch made 
his farewell appearance at Bad Kissingen in 1928, 

at age 66, he lost three games, drew eight games 
and won none. His losses were to E. Bogolyuboff 
(1889 -1952), A. Nimzovich (1886 -1935) and R. Reti 

(1889 -1929); they were respectively 39, 42 and 
39 years old in 1928. Blackburne was 73 when he 
played in the St. Petersburg tournament of 1914. 

He lost five games, one each to Capablanca, Lasker, 
Tarrasch, Marshall and Janowski. These opponents 
in 1914 were respectively 26,'46, 52, 37 and 46 
years of age. Burn was 64 in 1912 when he played 
at Breslau, losing seven games in a field of 18 

competitors. He was beaten by Duras, Rubinstein, 
Teichmann, Schlechter, Tarrasch, Spielmann and 
Treybal. The respective ages of the victors were 

30, 30, 44, 38, 50, 29 and 30. 

In the foregoing none of the selected mas- 
ters (Lasker, Tarrasch, etc.) lost..to an older 
player. There may be a few exceptions to this 
result; for example, Gunsberg, age 60, lost to 
Blackburne, age 73, in the St. Petersburg Tourna- 
ment of 1914. Perhaps examples of this type would 
suggest that when both players are beyond a certain 
age, e.g., 55 -59 years, age differences are not of 
consequence. By and large, however, the older 
player (50 years and over) usually lost to players 
at least one and a half generations younger and 
less frequently to competitors that were closer to 
him in the time continuum. 

The significance of this last point is re- 

lated to the ideas suggested by Reuben Fine and 

Edward Lasker. They maintain that older play- 
ers do not keep up with newer developments in the 
field of chess and that younger players become 
familiar with the chess style, strengths and weak- 
nesses of the older players. 

The phenomenon of aging in a competitive 
situation is quite complex. It involves physio- 
logical and psychologicalfactors as well as cul- 
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Ural and /or technological factors relating to the 
stated the art. 

The discussion throughout this paper relate. .Dely 

to men. If sufficient data existed for women chess 
players, both as to number of players, tournaments, 
and for a substantial time period, a comparable 
analysis would, I believe, be quite valuable. 
Data for women players is relatively scarce, al- 
though tournament competition among women has ex- 
panded in recent years. There is very little data 

for tournaments consisting of men and women competi- 
tors at master strength. 

Summary of Findings 

The foregoing discussion has attempted to focus 
on individual performance, over time, of certain 
identifiable aspects in master chess competition, 
namely, innovation and initiative. An attempt was 
also made to indicate the nature of the competitive 
milieu; how, with the increasing age of the master, 
there also develops, after he has reached the age of 

35 years, an increasing difference between his age 
and the average age of his competitors. Or to put it 

another way, in tournament play, the master not only 
ages after 35, but his collective opposition grows 
younger. 

Innovation in tournament competition, as meas- 
ured by the winning of brilliancy prizes, is inde- 
pendent of the age factor. Thus the average age 
and standard deviations for seventy -seven winners 
and losers revealed no statistically significant 
differences. Further, the age distribution of the 
winners was approximately that of all competitors 
in a sample of many tournaments. This point may be 
stated in another way, i.e., the proportion of par- 

ticipation by age, in tournaments, was consistent 
with the age groups obtaining brilliancy prizes. 

Another factor of interest, namely, the initia- 

tive, revealed generally expected results, but with 
certain exceptions. For a selection of six grand- 
masters, drawn from three successive generations, 
I obtained profiles, by age, of their overall scores, 
wins, draws, and losses. Additional detail on the 
playing with white and black pieces was developed 
for Emanuel Lasker and J. R. Capablanca. 

The profile of each player is unique. Three 
distinct profiles appear as models for characteriz- 
ing broader groups of chess masters. The Tartakower 
model is, perhaps, of special interest; it appears 
to reflect virtually no decline in performance with 
age and an amazing stability in the quality of play 
with regard to the three categories of wins, draws 
and losses. The Capablanca model is quite distinct, 
to wit, after peak performance, a continual decrease 
in wins, increase in draws and only a marginal slight 
increase in losses. The Steinitz model is character- 
ized, after the optimal performance period, by a 
steady decrease in wins coupled with an increase in 
losses and in draws. 

Lasker's profile is comparable to that of 
Capablanca. Of further interest is the data of 
games in which Lasker had the white and black 

pieces. It will be recalled that white has the 
initiative by rule of the first move. 



In his last three decades of play (40 -69) 

Lasker won 44 games with white and 37 games with 
black; whereas in his first two decades of competi- 
tion (20 -39) he won 67 games with white and 52 
games with black. Thus there is only a slight 
diminution in the initiative since the correspond- 
ing percentages of wins with white are 56 percent 
(early period) against 54 percent (later period). 

Lasker's experience with draws perhaps best 
demonstrates the decline (though small for Lasker) 

in the initiative. Between 20 years and 40 years 
Lasker drew 40 games, of which 22 were with white 
and 18 with black. After 40, Lasker drew 62 games, 
19 with white and 33 with black. Somewhat unusual 
is the lifetime result in that Lasker's total 
draws are evenly divided between white and black. 

Throughout his tournament career Lasker lost 

36 games, 11 with white and 25 with black. The 
proportion of losses with white is considerably 
greater after than prior to 40. 

While the data on Lasker is based on total 
recorded tournament games, comparable data for 
Capablanca were developed on a (non - random) 
sample covering 25 percent of his total tournament 
games. Capablanca, over his career, won twice as 
often with white as with black and drew twice as 
often with black as with white. Of the 28 games 

he lost in thirty years of tournament play, about 
90 percent were lost with the black pieces. Fur- 
ther detailed data are required to pinpoint the 
effect of age on the initiative in the case of 
Capablanca. 

It appears, however, that declines in the ad- 
vantage conferred by the initiative will vary con- 
siderably. Tartakower's record would imply no de- 
cline in the initiative. For most masters there 
is a decrease in performance after their peak 
period associated with white (the initiative) as 
well as with black. This result, however, cannot 
be attributed to a decline in mental ability or 
chess talent. 

Concluding Remarks 

On the basis of this preliminary exploration 
some conjectures appear plausible. 

First, there are many patterns of "aging" in 

master chess. Not only are the rates of change, 
but the quality of the changes in performance over 
time, an individual matter. Additional study is 

required to define age profiles in master chess 
players. 

A second point relates to the matter of chess 
ability; the power to reason in the strategic sense, 
is maintained almost unimpaired throughout the 
career of most masters. The effect of the younger 
opposition appears to be felt, first in physical 
and then in psychological terms. 

The stress and strain of tournament play has 
several sequential aspects which differentially 
affect the older players. Sustained concentration, 
under time constraint rules, for a tournament peri- 
od of 10 to 30 days probably favors the younger 
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players. Recuperative power generally occurs soon- 

er in younger than in older persons. 

The psychological aspect is probably related 

to the inflexibility of the older player in adapt- 

ing to new developments (e.g., in the openings) 

and to the adaptability of the younger player to 

the older player's style. The value of experience 

supersedes ambition and youth only to a point. 

The second conjecture implies that it would 

be useful to study a group of masters (if possible 

grandmasters) born within, say, a five year age 

period. I think that the birth period of players 

born between 1880 and 1884, or 1885 and 1889, or 

in a consecutive five year period between 1880- 

1889 could provide a suitable cohort. Such a 

study would analyze how members of the cohort 

played against each other, and how they fared 

against competitors outside the cohort. 

Another component of the aging problem in 

chess relates to stability of performance. There 

is a suggestion in some of the data that the mas- 

ter's performance, after the optimal period, under- 

goes a transition in the sense of becoming erratic. 

Younger players will, from time to time, be off 

form, that is, play quite badly in a particular 

tournament. This phenomenon appears to occur more 

frequently after a master has passed his peak per- 

iod; it deserves systematic statistical investiga- 

tion. 

Age is recognized at the lower bound; there 

is a world junior championship and competition is 

restricted to players under 20. It would be use- 

ful and informative if tournaments could be based 

on suitable age ranges. 

It is hoped that some of the conjectures that 
have been advanced will be analyzed. The records 
of master chess provide a data source of consider- 
able value, provided that they are used with an 
understanding of their limitations. The implica- 
tions of the present work for domains other than 
chess require separate explication. 

NOTES AND REFERENCES 

1. Because of space limitations additional 

information regarding this paper may be 

obtained from the author. 

2. The age of the player at the time of the 

final tournament is shown in parentheses. 

Anderssen (60); Bird (69); Blackburne (73); 
Burn (64); Capablanca (50); Gunsberg (60); 
Lasker (68); Maroczy (59); Marshall (54); 
Mieses (80); Pillsbury (32); Steinitz (63); 
Tarrasch (66); Tartakower (66); Tchigorin (57); 
Thomas (67). 



Table I 

Median Age of Laskßr's Opponents in Selected 
TournamentsJl : 1895 -1936 

Difference, 
in Years 

Number of Median Age of ( Lasker Younger -) 
Tournament Opponents of Opponents Lasker ( Lasker Older +) 

1895 Hastings 21 42 27 -15 

1896 Nurnberg 18 35 28 - 7 

1899 London 14 38 31 - 7 

1904 Cambridge Spring 15 34 36 + 2 

1909 St. Petersburg 18 28 41 +13 

1914 St. Petersburg 10 37 46 + 9 

1923 Mahrisch -Ost. 13 35 55 +20 

1924 New York 10 38 56 +18 

1925 Moscow 20 34 57 +23 

1934 Zurich 15 39 66 +27 

1935 Moscow 19 30 67 +37 

1936 Nottingham 14 37 '68 +31 

The tournaments selected consist of 10 or more of Lasker'e opponents. 
2/ Median age rounded to nearest year. The median age of the 187 opponents in the foregoing 

selected tournaments was 35.5 years. 

Source: Emanuel tacker (two volumes of tournament and match games), edited by J. Gilchrist (The 

Chess Player, Nottingham, England, 1967 -68). 

Table 2 

Age Distribution of Chess Masters in World 
Champion Interzonal Tournaments: 1948 -73 

T O U R N A M E N T Y E A R Percent 
Age Group 1948 1952 1955 1958 1962 1964 1967 1970 19732/ Total Distribution 

15 -19 years 0 0 1 1 1 0 1 1 0 5 2.3 
20 -24 years 3 2 2 5 0 1 3 1 8 25 12.0 
25 -29 years 2 5 4 5 6 6 1 3 6 38 18.0 
30 -34 years 1 2 6 4 9 8 8 7 4 49 23.1 
35 -39 years 6 6 4 3 3 1 5 7 7 42 19.8 
40 -44 years 7 4 2 3 2 6 2 2 2 30 14.2 
45 -49 years 0 2 2 0 1 0 0 2 4 11 5.2 
50 -54 years 0 0 0 0 1 1 1 0 2 5 2.3 
55 -59 years 0 0 0 0 0 1 1 1 2 5 2.3 
60 -64 years 1 0 0 0 0 0 0 0 1 2 1.0 
Total 20 21 21 21 23 24 22 24 36 212 100.0 
Mean 37.0 35.1 33.2 30.5 33.6 25.4 34.3 35.4 36.0 34.6 - -- 
Standard 
Deviation 9.2 7.7 7.8 7.4 7.4 8.4 9.2 7.3 11.5 9.0 

2/ Two interzonal tournaments were held for 36 qualifying chess masters in 1973. Eighteen 
competitors made up each tournament; the age data were consolidated. 

Sources: Anne Sunnucks, The Encyclopedia of Chess, (St. Martin's Press, N.Y., 1970), 

.pp. 380 -391 for the years 1948 -67. Chess Life and Review, January 1971, Vol.26, 
No. 1, p. 8 and September 1973, Vol. 28, No. 9, pp. 499 -500 for the years 1970 
and 1973 respectively. 

Table 3. Age Distribution of Brilliancy Prize Winners 
and Their Opponents in Master Chess: 1876 -1955 

Total Winner Played Loser Played 
Group Winner Loser White Black White Black 

10 -19 0 1 0 0 1 0 

20 -29 21 23 18 3 7 16 

30 -39 38 33 26 12 6 27 

40 -49 10 11 8 2 3 8 

50 -59 -5 6 3 2 1 5 

60 -69 2 3 1 1 2 0 

70 -79 1 0 1 0 0 1 

Total 77 77 57 20 20 57 

Mean 36.2 36.6 35.5 38.0 34.5 36.0 

Stand.Deviation 10.4 11.3 11.0 10.0 14.3 10.2 

Median 34.6 34.4 34.0 35.8 33.3 34.6 

Source: Fred Reinfeld. Great Brilliancy Prize Games of the Chess 
Masters (Collier Books, Crowell- Collier Publishing Co., 
N. Y. 1961); I. A. Horowitz, The Golden Treasury of 
Chess, (Galahad Books, N. Y., 1969). 
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Table 4 
Brilliancy Prizes Awarded A. Alekhine, by Age and by 

Tournament Participation: 1908 -45 

Number of 
Number of Brilliancy Ratio of 

Alekhine's Tournament Prizes2 Pri to 
Age Participations- Awarded Tournament 

15 -19 5 0 .000 
20 -24 13 1 .077 
25 -29 8 1 .125 
30 -34 8 6 .750 
35 -39 7 4 .571 
40 -44 16 2 .125 
45 -49 12 3 .250 
50 -54 11 2 .182 

Total 80 19 .238 

2/ The number of tournaments shown is incomplete: 
the actual number is probably between 85 and 90. 

It is not known whether brilliancy prizes were 
awarded in every tournament. 

Source: Francois Le Les de Beauté aux Echdcs. 
(Rev. Ed., Payot, Paris 1973). 



Table 5 

Percentage Tournament Scores of Grandmasters by Age Group 

Age Group 

Player 20 -29 -39 40 -49 50 -59, 60 -69 70 -79 Lifetime 

Steinitz .710 .820 .715 .615 .580 .685 

Blackburn. .460 .750 .695 .560 .655 .590 .640 

Tarrasch .675 .805 .620 .540 .480 .585 

Lasker .765 .815 .795 .765 .595 .740 

Capablanca .825 .870 .725 .665 .765 

Tartakower .575 .610 .650 .640 .625 .630 

Table 6 

Optimal Tournament Performance in a Five -Year Age 'Period of Eleven Selected Grandmasters 

Games. Percent Distribution 
player Age Period played Wins Draws Losses Score 

Tarrasch 20 -24 29 .655 .069 .276 .690 

Reti 20 -24 190 .500 .205 .295 .603 

Blackburne 25 -29 33 .515 .182 .303 .606 

Tartakower 25 -29 71 .479 .380 .141 .669 

Alekhine 25 -29 43 .651 .349 0 .826 

Steinitz 30 -34 58 .672 .104 .224 .724 

Lasker 30 -34 43 .767 .186 .047 .860 

Capablanca 30 -34 38 .789 .211 0 ,895 

Gligoric l/ 35 -39 197 .467 .459 .074 .697 

Nimzovich 40 -44 188 .543 .340 .117 .713 

KeresY 25 -29 110 .573 .336 .091 .741 

S. Gligoric (1923- ) of Yugoslavia is an International Grandmaster. 

P. Kerea (1916- ) of the U.S.S.R. is an International Grandmaster. 

Table 7 

Age Distribution of Victorious Tournament Opponents 
of Emanuel Lasker, by Color of Pieces: 1889 -1936 

Number of Games Won by Successful Opponents Games lost 
Lasker's Age Group By Lasker 
Ace Group 20 -29 30 -39 40 -49 50 -59 60 -69 Total 

20 -29 7 3 1 2 1 14 
30 -39 1 2 0 1 0 4 
40 -49 2 1 0 0 0 3 
50 -59 1 2 0 0 0 3 
60 -69 8 0 4 0 0 12 
Total 19 8 5 3 1 36 

Opponent (White Pieces) 
Lasker's 
(Black Pieces) 20 -29 30 -39 40 -49 50 -59 60 -69 Total 

20 -29 6 3 0 1 1 11 
30 -39 2 1 0 0 0 3 

40 -49 1 2 0 0 0 3 
50 -59 1 1 0 0 0 2 
60 -69 5 0 1 0 0 6 
Total 15 7 1 1 1 25 

Opponent (Black Pieces) 
Lasker's 
(White Pieces) 20 -29 30 -39 40 -49 50 -59 60 -69 Total 

20 -29 1 0 1 1 0 3 

30 -39 0 0 0 1 0 1 

40 -49 0 0 0 0 0 0 
50 -59 0 1 0 0 0 1 

60 -69 3 0 3 0 0 6 

Total 4 1 4 2 0 11 
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SOCIAL INDICATOR CONSTRUCTION USING ORTHOGONAL CONTRASTS AND CLUSTER ANALYSIS 

James M. Sakoda and James P. Karon, Brown University 

What we have to say is not particularly 
novel or earthshaking, but may be of interest 
and use to those engaged in enterprises involv- 
ing the construction of social indicators. The 
use of orthogonal contrasts makes it possible to 
construct indices which are independent of one 
another and free of spurious correlations. It 

also permits the creation of more than one index 
from a variable. We have applied this approach 
in part to an analysis of 212 census tracts in 

Rhode Island, using Count 4 census tract data 
from the 1970 census of population and housing. 
We constructed a variety of indices and subject - 
ed'the correlation coefficients among them to a 
cluster analysis procedure. On the basis of the 

composition of the various clusters we have con- 
cluded that many of the social indicators we 
have constructed are meaningful and that the use 
of the orthogonal contrast approach to index 
construction helps to create a variety of indi- 
ces from a single variable. 

There are two alternatives to use of ortho- 
gonal contrasts. The first is to calculate an 
overall index such as median education, median 
income, median age as a single index for a con- 
tinuous variable. The use of orthogonal con- 
trast applies to variables consisting of three 
of more categories, but continous variables can 
still be broken up into several categories, and 
hence one can elect either approach. When sev- 
eral categories of a variable are set up or are 
available in the original data source, there is 
a variety of combinations of proportions or ra- 
tios which can be constructed. A standard ap- 
proach is to construct k dummy variables for a k 
category variable. Dummy variables are tradi- 
tionally calculated by scoring one category as 1 

and the remaining ones as zero, which is essen- 
tially the same as calculating a proportion in 
each category based on the total number in all 
categories. With three categories, such as 
single, divorced or separated and married we can 
construct three proportions: 

proportion single, proportion divorced or 
separated and proportion married. 
The difficulty with the dummy variable approach 
is that there is a spurious negative correlation 
among the proportions, since they must add up to 
1.0. In multiple regression this lack of inde- 
pendence is taken care of by dropping one of the 
dummy variables and letting the multiple regres- 
sion procedure adjust the effects of negative 
correlations. Such variables, however, are of- 
ten not suitable as social indicators, since 
each variable reflects the combined effects of 
the remaining variables. In factor analysis the 
spurious negative correlations can result in bi- 
polar factors, which are not meaningful. 

Setting up orthogonal contrasts involves 
starting with or creating several categories, 
such as 5 or 10 year age groupings, but it is 
desirable to using groupings which are meaning- 
fully different. For example, one can break up 
age into life cycle categories. We selected 
four categories, -5, 6 -24, 25 -64 and 65 and 
over. These groupings correspond to young 
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children, youths, active adults, old people. 
Orthogonal contrasts involve setting up a set of 
k -1 independent comparisons, and can be checked 
most easily for orthogonality by setting up 
weights so that they add up to zero and also so 
that the sum of crossproducts of weights add up 
to zero. One standard approach to orthogonal 
contrast is to pick one variable and compare it 
with the remaining categories, drop that category 
and pick another category to compare with the re- 
maining ones, and continue in this way until only 
a single proportion is justified. 

Table 1. 
Orthogonal Comparisons for Three Categories 

a b c Proportions 

+2 -1 -1 a / (a +b +c) 
+1 -1 b / (b + c) 

In Table 1 is shown the weights and proportions 
for three categories, and in Table 2, for four 
categories. For four categories a is compared 
with a combination of b, c, and d; b with a com- 
bination of c and d; and with d. 

Table 2. 
Orthogonal Comparisons for Four Categories: I 

a b c d Proportions 

+3 -1 -1 -1 a / (a + b + c + d) 
0 +2 -1 -1 b (b + c + d) 

+1 -1 c / (c + d) 

Each proportion has a different base denominator 
term. There is a discussion of orthogonal con- 
trasts in both Snedecor and Blalock. The order 
of picking and dropping a category is the choice 
of the user, and he should pick the order that he 
considers to be most meaningful. 

Table 3. 
Orthogonal Comparisons for Four Categories: II 

4 Proportions 

+1 +1 -1 -1 (a + b) / (a + b + c + d) 
+1 -1 0 0 a / (a + b) 
0 0 +1 -1 c / (c + d) 

For four categories or more there is another 
possible approach, shown in Table 3. That is to 
divide the categories into two groups and then 
take each half separately and proceed to pick 
orthogonal contrasts. This approach we used for 
our AGE variable and is shown in Table 4. With 
four categories there is another possible combi- 
nation which involves the notion of two main 
effects and their interactions. The weights and 
proportions are shown in Table 5. In using 
orthogonal contrasts it is necessary to settle 
for a coherent set of indices, and it is the set 

that is most useful that has to be constructed. 
From a practical point of view one may choose to 



Table 4. 

Orthogonal Comparisons Applied to AGE 

+1 +1 -1 -1 Variable 1. Young (0 -5, 6 -24) 
/ Total population 

+1 -1 0 0 Variable 2. Very young (0 -5) 

/ -24 

0 0 -1 +1 Variable 3. Aged (65+) / 25 

and over 

Table 5. 
Orthogonal Comparisons for Four Categories: III 

a b c d Proportions 

+1 +1 -1 -1 (a + b) / (a + b + c + d) 
+1 -1 +1 -1 (a + c) / (a + b + c+ d) 
+1 -1 -1 +1 (a + d) / (a + b + c + d) 

use nonorthogonal comparisons, but care should be 
taken to avoid spurious correlations. 

We constructed 42 indices, not all of which 
were based on orthogonal contrasts. A few were 
medians, some were based on only two categories, 
and some did not follow the orthogonal approach, 
but were based on hunches as to the significance 
of a variable. These variables were subjected to 
a cluster analysis procedure developed by the 
senior author. The procedure can be described 
briefly as involving the following steps: 

1. Pick a key variable on the basis of the 
highest variance of rows of absolute is in the 
42 x 42 correlation matrix from among variables 
not already included in clusters or tested previ- 
ously as a key variable. The variance does a 
good job of picking good key variables for dis- 
tinctive clusters. 

2. Add variables to the cluster on the 
basis of correlation with the key variable cor- 
rected for uniqueness, generally using .70 as a 
cutoff point. This is a loose criterion which 
helps to prevent formation of clusters between 
two independent dimensions. 

3. Accept the cluster if a minimum number 
of variables (usually three or four) is included 
in the cluster. A variable ending up in more 
than one cluster is allotted to the cluster with 
which it has the highest relationship. 

4. Continue in this way until all variables 
are included in clusters or have been tested as 
key variables. 

The cluster analysis is followed by a multi- 
ple group factor analysis and a procedure to im- 
prove the solution. This procedure has produced 
six factors, all of which were interpretable. We 
feel that this is due to the sensitivity of the 
clustering procedure. In many social area 
studies only three interpretable factors are 
found. Our six factors were: socio- economic 
status, group quarters, migration, residential or 
suburban status, ethnic status and instability. 
The three uncommon factors are group quarters, 
migration, and ethnic status. The function of 
the cluster or factor analysis is to examine the 
relationships among the indices and thereby to 
seek meaning for them. We were particularly 
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interested in knowing whether the indices were 
meaningful and whether by use of the orthogonal 
contrast procedure we could increase the use of a 
single variable to measure different dimensions. 
We were gratified to find that this happened in 
the case of AGE, FAMILY TYPE, MARITAL STATUS, 
NATIVITY, MIGRATION and LABOR FORCE. The three 

indices based on age categories, for example, 

ended up in three different clusters. The pro- 
portion young went into the migration cluster, 
the proportion very young into the group quarters 
factor, and the proportion aged into the residen- 
tial one. This happened in spite of the fact 
that the correlation between proportion young and 
very young was -.683. 

Another one of our successes was marital 
status. Proportion ever - married went into the 
group quarters factor and proportion divorced or 
separated into the instability factor. Similar- 
ly, nativity produced a foreign stock index which 
identified with the instability factor. Not all 
orthogonal contrasts showed this diversity of 
meaning. Male labor force resulted in two vari- 
ables, proportion professional -managerial and 
proportion blue collar, both of which represented 
socioeconomic status. The housing indices were 
not organized systematically according to orthog- 
onal contrast principles, but at least three dif- 
ferent denominator terms were used. Housing 
items are represented in three clusters-- residen- 
tial, socioeconomic status and group quarters. 

Conclusion: Our conclusion is that where we 
applied orthogonal contrast principles there was 
considerable success in creating two or more 
indices which represented different meaningful 
factors. We might have benefited from still ad- 
ditional orthogonal indices in some instances. 
We also feel that factor analysis has generally 
not solved the problems of determining the number 
of dimensions and rotation to a meaningful posi- 
tion, and there remains a valid need for a good 
cluster analysis program. Those interested in a 
more detailed paper should write to us. The 
cluster analysis program is written in DYSTAL, a 
set of FORTRAN subroutines allowing for dynamic 
storage allocation, and is one of the programs in 

our DYSTAL II tape. If you are interested you 
can write to the senior author about obtaining a 
copy of the tape. 



Table 6. 
Description of 42 Indices 

Factors: 

Source Factor 

S = Socio- Economic Status 
G = Group Quarters 
M = Migration 

No. Name 

R = Residential (Suburban) 
E = Ethnic (Nonethnic) 
I = Instability (Stability) 

Index 

Age 

1 Young Population, age -24 / Total population (r12 -.137, 

r13 -.683, r23 = -.011) 

G -2 Very young Population, age -5 / Population, age -24 

R -3 Aged Population, age 65 and over / Population, age 25 and 
over 

G 4 Group quarters Population living in group quarters / Total population 

I -5 H -W families Husband -wife families / All families 
Family type 

M 20 Couples with 
children 

Married couples with children under 6 (should have 
used H -W families with children under 6 to be con- 
sistent) 

6 Children Population, age -16 / All families 

G -7 Ever -married Ever - married persons, age 14 and over / Population, 
age 14 and over (r78 = -.342) 

Marital status 

I +8 Div -sep Divorced or separated persons, age 14 and over / Ever - 
married persons, age 14 and over (r9,10 = -.210) 

E +9 Foreign stock Foreign born or native of foreign or mixed parentage / 

Total population 
Nativity 

I +10 Black Black population / Population native of native 
parentage (both parents) 

M 11 Recent migrant Foreign born persons who immigrated from 1945 -1970 / 

Total foreign born population 

M 12 Out of staters Persons born out of state / Total population 

M -13 Stayers Persons, age 5 or more, living in same house five 
years ago / Population, age 5 or more (excluding 
Armed Forces) 

E +14 Old residents Persons who moved into present unit 1949 or earlier 
(excluding persons born into unit) / All persons 
who have ever changed housing unit (r14,15 = -.218) 

Migration 
15 Recent movers Persons who moved into present unit from 1968 -1970 

(excluding persons born into unit) / Persons who 
moved into present unit from 1950 -1970 (excluding 
persons born into unit) 

16 H.S. graduates Persons, age 18 -24, who have completed high school / 

Population, age 18 -24 

17 College 
graduates 

Persons, age 25 or more, who have completed college / 

Population, age 25 or more 

18 Median education Median educational level of population, age 25 or more 

19 Fertility Number of children ever born to females, age 15 -44 / 
Ever - married females, age 15 -44 

430 



( E +21 

-22 

23 

Male and female 
labor force 

Female labor Females, age 16-64, not inmates and not attending 
force school but in the labor force / Females, age 16-64, 

not inmates and not attending school 

Male unemploy- Civilian males, age 16 and over, unemployed (but in 
ment labor force) / Total civilian male labor force 

(r22,23 .340, x22,24 = 139, x23,24 664) 

Prof. - managerial Civilian males, age 14 and over, employed in profes- 
sional, technical, managerial or administrative 
work / Total civilian male employed population, age 
14 and over 

S -24 Blue collar Civilian males, age 14 and over, employed in blue 
collar occupations (not farmers or farm managers) / 

All civilian employed males, age 14 and over, other 
than professional, technical, managerial or admin- 
istrative 

G 28 Males Male population / Total population 

S 25 Family income Median family income 

I +26 Welfare Families or unrelated individuals, age 14 and over, 
receiving public assistance or welfare payments / 

All families and unrelated individuals, age 14 and 
over, with income 

I +27 Poverty Families in government determined poverty status / All 
families 

R -29 Old housing Occupied or vacant year -round housing Units built 1939 
or earlier / All occupied and vacant year -round 
housing units 

-40 Vacancy Vacant housing units for rent or sale 6 months or more 
/ All occupied and vacant year -round housing units 

R 30 One -unit housing One unit, detached, occupied housing / All occupied 
housing units 

S 31 1 1/2 baths Occupied housing units with one and a half or more 
baths / All occupied housing units 

-32 Air conditioning Occupied housing units with no air conditioning / All 
occupied housing units 

S 33 Rent Median gross rent of renter occupied units 

-34 Four or more Occupied housing units in structures of four or more 
stories / All occupied housing units 

S 35 Dishwasher Occupied housing units with a dishwasher / All occu- 
pied housing units 

36 Owner- occupied Housing units which are owner occupied or being bought 
/ All occupied housing units 

R 41 Young owner Husband -wife families with head below age 45 in one 
unit, owner occupied housing (not mobile homes or 
trailers) / All owner occupied housing units 

S 42 New homes One unit, owner occupied housing of value $25000 or 
more, built from 1950 -1970 / All one unit, owner 
occupied housing units 

R -39 Commercial use One family, occupied housing units which are used for 
commercial purposes / All one family, occupied 
housing units 
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G 37 Persons per room 

S 38 Value of housing 

Total population / Total number of rooms not in group 
quarters 

Median value of owner occupied, one family houses 
which are on a place of ten acres or less and have 
no business or medical office on the property. 
(Mobile homes, trailers, cooperatives and condomin- 
iums are not included) 
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NONSAMPLING ERRORS 

Eugene Sauls, University of Arkansas 
and 

James A. Millar, University of Arkansas 

Introduction 

There are two classes of nonsampling er- 
rors which occur in a survey. These classes 
are herein designated as nonresponsive errors 
and improper response errors. Nonresponsive 
errors arise when an inquiry is not answered. 
Improper response errors arise when a respond- 
ent offers an incorrect answer to an inquiry. 

This paper reports on a study which inves- 
tigated the existence of each of these classes 
of errors. The study was conducted with the 
use of deposit accounts in a credit union and 
loan accounts in a bank. Confirmations of the 
correctness of account balances were requested 
from the depositors and debtors after the ac- 
count balances were adjusted. 

The study shows that nonresponse and im- 
proper errors do exist and must be recognized 
by surveyors. 

Nonresponses 

Nonresponse errors occur because the sub- 
ject is unable to respond or because the subject 
refuses to answer. The subject may be unable 
to respond because of a lack of knowledge or 
because of an inability to understand the in- 
quiry. The refusal may result because the sub- 
ject views the inquiry as an unjustifiable 
invasion of privacy or because the subject 
simply will not take the time to respond. 

The subject may be asked questions for 
which he lacks the knowledge to answer. In 

some instances the lack of knowledge may be a 

function of background characteristics. For 

example the nonresponsive rate to a question 
concerning educational philosophies may be 
higher among less educated subjects. If the 
lack of knowledge is a function of the char- 
acteristics of the subject, a bias is injected 
into the results. This bias may be compensated 
for by stratifying the population by its rel- 
evant characteristics. In some cases the 
subjects favoring a particular position may 
become more knowledgeable because they seek 
information supporting their position. This 
form of bias cannot be compensated for; there- 
fore, conclusions apply only to the population 
to which the subjects belong. For example, 
one might expect a higher nonresponse rate 
from athiest on a question concerning support 
for the divinity of Jesus Christ than would be 
expected from Christians. The degree of devout- 
ness would presumably affect the nonresponse 
rate. If the population cannot be stratified 
according to its characteristics or the ratio 
of each strata to the population is unknown, 
an immeasurable bias is present. 
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The interviewer may pose the question in 
such a way that the subject is not certain of 
the questions. Rather than attempt to inter- 
pret the question, the subject may choose to 
not respond. If the question is worded so that 
any reservation as to the question would not be 
a function of the characteristics of the sub- 
ject, no bias is present. 

The subject may refuse to respond on the 
grounds that the question is an unjustifiable 
invasion of privacy. There would generally be 
no reason to believe that those who refused to 
respond for this reason would be any different 

from those who responded. 

A subject's view of his time constraints 
may result in nonresponse errors. A subject 
who felt that he was busy or that his time is 

too valuable to be spent answering question- 
naires may refuse to respond. Perhaps a bias 
is frequently encountered because of the sub- 
ject's perceived time constraint. For example, 
public officials and business executives would 
probably be much more inclined to not respond 
because of the time involved than would a 
trademan or a laborer. 

Improper Responses 

Improper response errors occur because the 
respondent (1) does not know the correct answer 
but offers one nevertheless, (2) does not under- 
stand the question and therefore misinterprets 
the question, (3) is influenced by the inter- 

viewer the offer the answer perceived by the 
subject as the answer most suitable to the 
interviewer or (4) deliberately misstates his 
position in order to influence others. 

Opinion surveys have a relatively high 
probability of being made of subjects who do 
not know the answer. For example, a subject 
may respond that blue is his favorite color and 
he may actually believe he is telling the truth 
whereas a thorough analysis of his preference 
through choice situations may reveal that red 
is his favorite color. In most cases, however, 
the lack of knowledge is probably not a function 

of some characteristic of the population; 
therefore, there would generally be no signif- 
icant bias in the overall results of a large 

sample. Technical questions may result in a 

serious bias because some groups of the popula- 
tion do not have sufficient knowledge to 

answer but answer anyway. 

Misinterpretation of a question poses a 
serious problem. There might be many instances 
where the interpretation of the question is a 

function of some characteristic of the popula- 
tion, e.g., education. 



Prior Studies 

Robert Ferber reported the results of a 
study in which interviews were conducted with 
188 urban subjects and 33 farm subjects) The 
subjects were queried about their financial 
holdings. The balances of certain deposit 
accounts held by the subjects were known. The 

nonresponse rate was seventy -nine percent of 
subjects contacted. More importantly, non - 
responders had a significantly higher average 
balance than responders. Population estimates 
would be significantly below the true balance 
in cases where this condition existed. 

Research Design 

In the financial audits of organizations 
it is standard practice for the auditors to 
circularize the accounts, i.e., confirmation 
requests are sent to creditors and debtors ask- 
ing them to confirm the balance or to report a 
difference. The evidence gathered through this 
procedure assists the auditor in arriving at a 

conclusion as to the reasonableness of the 
account balance. 

Confirmation requests were sent under rou- 
tine audit conditions to samples of deposit 
accounts of the MSU Employees Credit Union and 
loan accounts of the Continental Illinois Na- 
tional Bank and Trust Company of Chicago. 

Deposit Accounts 

The experiment was conducted on the 456 

time deposit accounts as of February 29, 1968. 

Twenty -two accounts were deleted for various 
reasons. Certificates are issued to the depos- 
itors, thus there was tangible evidence on the 
account balance. The balance of the account 
represented principal only and averaged approx- 
imately $3,000. 

Three samples were drawn: K1 - a sample 
of fifty accounts which were circularized with- 
out adjusting the balances of the accounts. 
This sample was the control group. 

K2 - a sample of thirty accounts, the 
balances of which were adjusted by a positive 
adjustment of ten percent - (rounded to the 
nearest fifty dollars) with a maximum adjust- 
ment of $500. One recipient in this sample 
learned that the confirmation request was part 
of a study; therefore, that account was deleted 
from the sample, leaving twenty -nine accounts 
in the sample. 

K3 - a sample of thirty accounts, the 
balances of which were adjusted by negative 
ten percent (rounded to the nearest fifty 
dollars) with maximum adjustment of $500. 

Second requests were mailed fourteen days 
after the first request to those who did not 
respond to the first requests. 

Loan Accounts 

Direct personal loan accounts were used 
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in this part of the study. The average balance 
of the personal loan accounts in the sample was 

approximately $1,200 and the average balance 
of the automobile loan accounts was approxima- 
tely $1,800. The experiment was conducted 
during March and April 1968. Two samples were 
drawn: 

b1- a sample of one hundred accounts 
which were circularized without 
adjusting the balances of the ac- 
counts. This sample represented 
the control group. 

b2- a sample of thirty accounts, the 
balances of which were adjusted by 
a positive adjustment of approxi- 
mately ten percent. 

Second requests were mailed to sample bl 
about two weeks after the first requests were 
mailed. Second requests were not sent to 
sample b2 because of the adverse reaction to 
the first requests. 

Hypotheses 

Disregarding the effects on statistical 
models, the effects of nonresponse and im- 
proper response errors on conclusions drawn 
from questionnaires are a function of the 
extent of errors and the degree of errors. The 
extent and degree of errors varies with the 
circumstances. There can be no universal 
criteria for acceptable error rates. In order 
to provide test criteria, arbitrary error 
rates were set. 

The test criterion for proper responses 
was 0.70 when there was no effort to follow 
up on nonresponses. When second requests 
were sent to nonresponsers to the first re- 
quests, the test criterion was 0.90 (approx- 
imately = 0.70 + (0.70) x (0.30). Improper 
response errors were tested against a 0.05 
test criterion. Nonresponse errors were tested 
against the nonresponse error rate in the con- 
trol group. 

The hypotheses are designated as "D" for 
deposits for "L" for loans. The second identi- 
fier is: "P" for improper response or "N" 

for nonresponse. The third identifier is the 

sequential number of the hypothesis. 

Ho:DP1 - The proportion proper responses 
to overstated amounts is 0.90. 

Ha: The proportion of proper responses to 
overstated amounts is less than 0.90. 

Ho:DP2 - The proportion of proper responses 
to understated amounts is 0.90. 

Ha: The proportion of proper responses to 
understated amounts is less than 0.90. 

H00I - The proportion of improper responses 
to overstated amounts is 0.05. 

Ha: The proportion of improper responses 
to overstated 'amounts is more than 0.05. 



Ho:D14 - The proportion of improper re- 

sponses to understated amounts is 0.05. 

Ha: The proportion of improper responses 
to overstated amounts is more than 0.50. 

HoD15 - The proportion of improper re- 
sponses to overstated amounts is equal to that 

of understated amounts. 

Ha: The proportion of improper responses 
to overstated amounts is not equal to that of 
understated amounts. 

HoDN6 - The proportion of nonresponses 
to incorrect amounts is equal to that of correct 
amounts. 

Ha: The proportion of nonresponses to 
incorrect amounts is not equal to that of 
correct amounts. 

HoDN7 - The proportion of nonresponses 
to overstated amounts is equal to that of under- 
stated amounts. 

Ha: The, proportion of nonresponse to over- 
stated amounts is not equal to that of under- 
stated amounts. 

HoDP2 - The proportion of proper responses 
to understated amounts is 0.90. 

Ha: The proportion of proper responses to 
understated amounts is less than 0.90. 

Ho:D13 - The proportion of improper 
responses to overstated amounts is 0.05. 

Ha: The proportion of improper responses 

to overstated amounts is more than 0.05. 

H0:D14 - The proportion of improper re- 
sponses to understated amounts is 0.05. 

Ha: The proportion of improper responses 
to overstated amounts is more than 0.50. 

H0:Dl5 - The proportion of improper re- 
sponses to overstated amounts is equal to that 
of understated amounts. 

Ha: The proportion of improper responses 
to overstated amounts is not equal to that of 
understated amounts. 

Ho:DN6 - The proportion of nonresponses 
to incorrect amounts is equal to that of 
correct amounts. 

Ha: The proportion of nonresponses to 
incorrect amounts is not equal to that of 
correct amounts. 

HoDN7 - The proportion of nonresponses 
to overstated amounts is equal to that of 
understated amounts. 

Ha: The proportion of nonresponse to 
overstated amounts is not equal to that of 
understated amounts. 
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HoDP8 - The proportion of proper responses 
to first request on incorrect amounts is equal 
to that of second requests. 

Ha: The proportion of proper response 
to first requests on incorrect amounts is not 

equal to that of second request. 

HoDP9 - The proportion of proper responses 
is independent of the age of the recipient. 

Ha: The proportion of proper responses 
is not independent of the age of the recipient. 

HoDP10 - The proportion of proper responses 
is independent of the size of amount. 

Ha: The proportion of proper responses 
is not independent of the size of the amount. 

HoLP11 - The proportion of proper responses 
to overstated amount is 0.70. 

Ha: The proportion of proper responses 
to overstated amounts is less than 0.70. 

HoLI12 - The proportion of improper re- 
sponses to overstated amounts is 0.05. 

Ha: The proportion of improper responses 
to overstated amounts is greater than 0.05. 

HoLN13 - The proportion of nonresponses 
to overstated amounts is equal to that of 
correct amounts. 

Ha: The proportion of nonresponses to 

overstated amounts is not equal to that of 
correct amounts. 

HoDLP14 - The proportion of proper re- 
sponses to incorrect deposit accounts is 
equal to that of loan accounts. 

'Robert Ferber, "The Reliability of Consumer 
Surveys on Financial Holdings: Time Deposits," 
Journal of the American Statistical Associa- 
tion (March 1965), 148 -163. 

Test Results 

Hypothesis Test Decision 
Statistic 

1 *Z= .00106 reject 

2 *Z= .17361 Not reject 
3 *2=.00184 reject 
4 *Z =.18630 Not reject 

5 * *t. 1.06 Not reject 
6 * *t= .74 Not reject 
7 * *t= .05 Not reject 
8 * *t= .10 Not reject 

9 * * *F. .200 Not reject 
10 * * *F= 1.06 Not reject 
11 3.19 reject 
12 * * *Z= 1.25 Not reject 

13 X2 = .17 Not reject 
14 *F. 7.16 reject 
15 * * *F= 1.57 Not reject 
16 * * *F. 4.64 reject 

*Nypergeometric 

**Bennett and Franklin Test 
.05 .01 

t 3.64 

* * *Bartletts Transformation .05 

F 

****Binomial 



THE IMPACT OF SCHOOL DESEGREGATION PLAN FEATURES ON WHITE REJECTION1 

Wen -Fu P. Shih, Everett F. Cataldo, Micheal W. Giles, 
and Douglas S. Gatlin 

Florida Atlantic University 

INTRODUCTION 

The present study examines selected 
factors associated with the withdrawal 
of whites from desegregated public 
schools to segregated private schools. 
The analysis is based upon a sample sur- 
vey of parents of elementary and second- 
ary school children in seven desegre- 
gated school districts in Florida, con- 
ducted in the winter and spring of 1973. 
Several official school district sources 
were consulted to identify white rejec- 
ters-- parents with a child attending 
public school in a district in 1971 -72, 
but enrolled in a local private school 
in 1972 -73. A total of 1,386 white re- 
jecters were interviewed. For compari- 
son purposes, interviews were obtained 
from a sample of 2,112 white compliers- - 
parents with a child attending public 
school in the same district in both 1971- 
72 and 1972 -73. The data have been 
weighted to reflect the estimated "true" 
ratio of compliers to rejecters within 
the districts. 

Several factors have been asso- 
ciated with rejection of desegregation.3 
Each of the factors was an element in 
the implementation of desegregation in 
the seven school districts under exami- 
nation. The independent variables and 
their operationalizations are as follows: 

1. Busing to achieve racial bal- 
ance. 

a) No Bus - Bus: children 
were not bused in 1971 -72, 
but were scheduled to be 
bused in 1972 -73. 

b) No Bus - No Bus: children 
were not bused in either 
1971 -72 or 1972 -73. 

2. School reassignment to achieve 
racial balance. 

a) Transferred: children were 
assigned to different 
schools between 1971 -72 and 
1972 -73. 

b) Not transferred: children 
remained in the same school 
between 1971 -72 and 1972 -73. 
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3. Percent black enrollment. 

a) Black ratio increased: 
the proportion of black 
students in assigned pub- 
lic schools increased 
between 1971 -72 and 1972- 
73 

b) Black ratio not increased: 
the proportion of black 
students in assigned public 
schools stayed the same or 
decreased between years. 

4. Distance from school. 

a) Distance increased: the 
mileage from home to 
school increased between 
1971 -72 and 1972 -73. 

b) Distance not increased: 
the mileage from home to 
school remained the same 
or decreased between years. 

The racial balances in public 
schools attended by respondents' chil- 
dren in 1971 -72 were taken from official 
school records. Racial balance data 
for the 1972 -73 school year and infor- 
mation on transfers were recorded for 
the public schools to which rejecters' 
children were assigned, and for the 
public schools attended by compliers' 
children. Information on the busing 
and distance variables was obtained from 
the survey instrument. The contribution 
of each of these factors to rejection is 
examined through the use of conditional 
probabilities. 

FINDINGS 

If each of the factors contributes 
to white withdrawal, we would expect 
the probability of rejection to increase 
with the onset of busing, school trans- 
fer, black ratio increase and distance 
increase. As Table 1 shows, each of 
these factors appears to be significantly 
related to rejection. The probability 
of rejection is greater under the presence 
of these conditions, and lower under 
their absence. 



TABLE 1 

CONDITIONAL PROBABILITY OF REJECTION 
UNDER EACH CONDITION 

Condition Probability 

Busing: 

No Bus - Bus .053 
8.674* 

No Bus - No Bus .029 

Reassignment: 

Transferred .047 

9.840* 
Not transferred .023 

Percent black enroll- 
ment: 

Black ratio increased .038 
6.780* 

Black ratio not 
increased: 

.022 

Distance from 
school: 

Distance increased .043 

5.783* 
Distance not in- 

creased 
.028 

tStandard normal deviate4 

*Significant at a .01 

These four factors, however, are 
confounded by intercorrelation. For 
example, children who are transferred 
may, simultaneously, experience the on- 
set of busing to a school a greater 
distance from home. Table 2(a) indicates 
that for those parents whose children are 
transferred to different schools, neither 
busing nor increased distances, alone, 
influence the decision to reject. Par- 
ents whose children were bused were no 
more likely to reject than those whose 
children were not bused. Similarly, 
parents whose children traveled increased 
distances to school were no more likely 
to reject than those whose children did 
not. 
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TABLE 2 

PROBABILITY OF REJECTION UNDER THE CONDITIONS 
OF TRANSFER, BUSING AND DISTANCE INCREASE 

a) 

Condition Probability z 

Transferred: 

Bused .044 
.652n.s. 

Not - bused .040 

Transferred: 

Distance increased .042 

Distance not in- 

creased 

.064 

b) 

Condition Probability z 

Transferred: 

Bused and distance .042 
increased 

Not - bused and 
distance not 
increased 

.043 
.1961* 

n.s.: not significant at a .05 

Perhaps the onset of busing and 
increased distances, conjointly, influ- 
ence rejection decisions for the transfer 
group. If this is the case, those who 
experience busing and increased distances 
should be more likely to reject than 
those who experience neither. As Table 2 
(b) shows, this is not the case. Among 
those transferred, parents whose children 
experienced both conditions were no more 
likely to reject than parents whose 
children experienced neither condition. 
Thus, we may conclude that the reassign - 
ment variable, and not the busing and 
distance variables, appears to be the 
main determinant of rejection. 



Whether or not students are trans- 
ferred, they may experience an increase 
in the black ratio in their assigned 
schools. When white students are re- 
assigned to achieve racial balances, 
the transfers are often from predomi- 
nantly white schools to schools that 
were predominantly black, particularly 
at the outset of desegregation. Stu- 
dents not reassigned may experience an 
increase in the black ratio as a result 
of black students from other neighbor- 
hoods being transferred into their 
schools to replace white students re- 
assigned elsewhere. Table 3(a) shows 
that an increase in the black ratio 
contributes to rejection irrespective of 
reassignment. For both the transferred 
and not transferred groups, the probabil- 
ity of rejection increases with an in- 
crease in the black ratio. Does this 
mean that black ratio increase and not 
school transfer is the determining fac- 
tor in rejection? Table 3(b) shows that 
when the reassignment variable is con- 
trolled by the black ratio variable, 
the effect of being transferred is not 
entirely eliminated. Reassignment to a 
different school remains related to re- 
jection when the black ratio is increased, 
but not when the black ratio remains the 
same or decreases. For those who expe- 
rienced an increase in black ratio, par- 
ents whose children are transferred are 
more likely to reject than parents whose 
children are not. Thus, there is a 
tendency for rejection to increase when 
the black ratio increases, particularly 
when this condition is combined with 
reassignment to a different school. 

TABLE 3 

PROBABILITY OF REJECTION UNDER THE CONDITIONS 
OF TRANSFER AND BLACK RATIO INCREASE 

a) 

Condition Probability z 

Transferred: 

Black ratio increased .049 

Black ratio not in- .021 
creased 

Not transferred: 

Black ratio increased .026 

Black ratio not in- .020 

creased 

5.951* 

2.362 ** 
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TABLE 3 (continued) 

b) 

Condition Probability z 

Black ratio increased: 

Transferred .049 
6.735* 

Not transferred .026 

Black ratio not 
increased: 

Transferred .021 
.309n.s. 

Not transferred .020 

**Significant at a .05 

Let us now reexamine the busing 
variable to determine its potential 
effect on rejection in combination with 
the school reassignment and black ratio 
variables. We observed above that for 
the transferred group the onset of busing 
did not contribute to rejection. Is this 
the case even in conjunction with an in- 
crease in the black ratio? Table 4(a) 
shows that irrespective of busing, par- 
ents of transferred children who experi- 
ence an increase in the black ratio are 
more likely to reject than those who do 
not. Among the former, Table 4(b) fur- 
ther indicates that those who are bused 
are no more likely to reject than those 
who are not bused. Thus, the onset of 
busing appears to make no appreciable 
contribution to rejection. 

TABLE 4 

PROBABILITY OF REJECTION UNDER THE CONDITIONS 

OF TRANSFER, BUSING AND BLACK RATIO INCREASE 

a) 

Condition Probability z 

Transferred and bused: 

Black ratio increased .050 
4.269* 

Black ratio not in- 
creased 

.021 

Transferred and not 
bused: 

Black ratio increased .043 
3.187* 

Black ratio not 
increased 

.021 



TABLE 4 (continued) 

b) 

Condition Probability z 

Transferred and black 
ratio increased: 

Bused .050 

.996n.s. 

Not - bused .043 

Transferred and black 
ratio not increased: 

Bused .021 

Not - bused .021 

DISCUSSION 

This paper has examined the effects 
of four desegregation plan features on 
the decision of parents to withdraw 
their children from desegregated schools. 
Examined bivariately, each of the four 
factors appeared to be related to rejec- 
tion. Under more detailed controls, 
however, the effects of busing and dis- 
tance from school were washed out. The 
factor most consistently associated with 
rejection was black ratio increase. 
Thus, it would appear that some measure 
of white withdrawal will take place 
whenever desegregation is implemented, 
since by definition desegregation means 
increasing the proportion of blacks 
attending schools with whites. 

Beyond this, however, our findings 
suggest that busing can be employed by 
school decision makers to achieve sat- 
isfactory racial balances without fear 
of incurring additional rejection. 

The tendency for rejection to in- 
crease with black ratio increases held 
independent of whether school reassign- 
ment occurred. However, the probabil- 
ity of rejection under the condition of 
increase in the black ratio was greater 
when transfer took place than when it 
did not. When the condition of black 
ratio increase was not present, parents 
of transferred children were no more 
likely to reject than parents of chil- 
dren who were not transferred. This 
suggests that school reassignment can 
be employed as a useful desegregation 
plan feature, provided that transfers 
do not take place simultaneously with 
increases in the black ratio. Of course, 
this would not be possible in the initial 
year of desegregation. It would be 
possible thereafter, but only if black 
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ratios in all of a district's schools 
were approximately the same. Thus, a 
policy of equalizing racial balances 
throughout a school district receives 
empirical support from our study. 

FOOTNOTES 

1The research reported herein was 
conducted under a grant from the National 
Science Foundation, Division of Social 
Systems and Human Resources, GI- 34955. 
The opinions expressed are those of the 
authors and should not be construed as 
representing the opinions or policy of 
any agency of the United States Govern- 
ment. 

2The sample weights are based on 
the ratio of new rejecters to compliers 
for 1973 -74 among the original group of 
compliers, all of whom were screened in 
January, 1974, to determine their most 
recent compliance /rejection status. The 
1973 -74 ratios were used to estimate the 
actual distributions of compliers to 
rejecters for 1972 -73. Since rejecters 
were over -sampled, the N for compliers 
was weighted upwards, accordingly. 

3Micheal W. Giles, Douglas S. Gatlin, 
and Everett F. Cataldo, "The Impact of 
Busing on White Flight," Social Science 
Quarterly, forthcoming; Micheal W. Giles, 
Everett F. Cataldo, and Douglas S. Gatlin, 
"White Flight and Percent Black: The 
Tipping Point Reexamined," Florida 
Atlantic University, mimeo; Carl Hansen, 
Danger in Washington (West Nyack, N.Y.: 
Parker Publishing Company, 1968); Arthur 
L. Stinchcombe, Mary McDill, Dollie 
Walker, "Is There a Racial Tipping Point 
in Changing Schools ?" Journal of Social 
Issues (25,2) 1969, pp. 127 -34; Nicolaus 

ed., The Great School Bus Contro- 
versy (New York: Teachers College Press, 
1973); U.S. Commission on Civil Rights, 
Racial Isolation in the Public Schools 
(Washington, D.C.: U.S. Government 
Printing Office, 1967). 

4Testing criterion z is presented 
in John H. Mueller, Karl F. Schuessier, 
and Herbert L. Costner, Statistical 
Reasoning in Sociology 2nd ed. (Boston: 
Houghton Mifflin, 1970) pp. 429 -431. 

Where z - 
pl - P2 

(1+1 
n2 

nip]. + n2p2 

+ n2 



COLLEGE STUDENT MOBILITY IN THE UNITED STATES IN FALL 1968: 
GRAPH -THEORETIC STRUCTURING OF TRANSACTION FLOWS 

Paul B. Slater, West Virginia University 

1. Introduction 

In 1960 I. Richard Savage, a statistician, 
and Karl W. Deutsch, a political scientist, pub- 
lished a study of the 1928 trade flows among 
North Atlantic nations (Savage and Deutsch, 
1960). They employed an origin- destination in- 
dependence model to control for the substantial 
differences among countries in the sizes of their 
total imports and exports. Deviations -- 
measured by relative acceptance coefficients -- 
from this indifference or null model were inter- 
preted as indicators of the magnitudes of trade 
linkages. It was suggested that these values 
be employed as dependent variables in additional 
analyses which would seek to explain variation 
in trading ties on the basis of distance, politi- 
cal relations, etc. Subsequently, Leo A. Good- 
man, a statistician and sociologist, proposed 
that the model should be estimated in such a 
manner that zero values would be assigned to 
flows among nations with no trading relations 
(Goodman, 1963, 1964). Due to the difficulties 
of obtaining data on trade within countries and 
developing a theory to explain such commerce, 
Savage and Deutsch had themselves nullified the 
diagonals of their flow table and indifference 
model. 

A wide variety of transaction flow data -- 
for example, diplomatic and tourist exchanges, 
international mail deliveries, and newspaper and 
periodical circulations -- have been analyzed by 
these methods. Most of the applications and dis- 
cussions of the null model have been reported in 
the political science literature (Lijphart, 1964; 
Puchala, 1970; Clark and Welch, 1972; Hughes, 
1972; Chadwick and Deutsch, 1973; Clark, 1973; 

Mann and Chadwick, 1973; Seligson, 1973), while 
a few have appeared in geographical sources 

(Soja, 1968; Smith, 1970a, b; Williams and 
Zelinsky, 1970; Britton, 1971; Bradford, 1973). 

The major innovation and methodological de- 
velopment in this area since the work of Savage, 
Deutsch, and Goodman has been accomplished by a 
political scientist, Steven J. Brama (1966a, 
1966b, 1968a, 1968b, 1969). He used graph theo- 
retic algorithms to cluster and hierarchically 
structure political units on the basis of salient 
linkages; that is, relative acceptance coeffici- 
ents greater than some specified threshold level. 
[Nystuen and Dacey (1961), Filani (1972), Rouget 
(1972), Campbell (1972, 1974), and Taliaferro 
and Remmers (1973) also employed graph theory to 
study transaction flows. They did not, however, 
focus on deviations from an origin- destination 
independence model as Slater (1974) did in 
studying interindustrial flow tables. Fisher 
(1969) employed a "lockstep progressive merger 
procedure ", while Ghosh (1970) and Roy (1971) 
minimized a contiguity index in structuring 
interindustry tables.] 
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A 51 x 51 matrix classifying the entire Fall 
1968 American college student population by state 
(and District of Columbia) of residence and en- 
rollment is the subject of the transaction flow 
analysis reported here. These data were compiled 
through the intensive efforts of the National 
Center for Educational Statistics (Wade, 1970, 

1971). 2,445 of the 2,495 institutions of higher 
learning to which questionnaires were sent re- 
sponded. The residence -enrollment patterns of 
the 50 non -responding institutions were imputed 
on the basis of a 1963 survey. Information was 
collected and published on a more disaggregated 
basis (sex, type of college, and degree program) 
than that studied here. Data for individual in- 

stitutions have not been released. Post -1968 

surveys have not been conducted and are not, at 
present, planned due to both the expense involved 
and recent legal decisions which have allowed 
many students to become in -state residents and 
thus avoid discriminatory fees levied against non- 
resident students. 

The approach of Brans is paralleled to a con- 
siderable extent in this investigation of these 
flow data. However, in addition to an origin - 
destination independence model, models of sym- 
metry and quasi -symmetry are also estimated. 
(Non -diagonal cell estimates in these two models 
are independent of the omission or inclusion of 
the diagonal entries.) Departures from these two 
models reflect imbalances of flows between pairs 
of states. The quasi -symmetry analysis controls 
for the fact that total outflows from states are 
unequal to total inflows, while the symmetry 
study does not. Residuals -- not relative ac- 
ceptance coefficients -- are utilized in all three 
analyses, as measures of deviation, due to their 
greater resistance to fluctuations in the ratios 
of small observed to expected values. Questions 
concerning the distribution of the sizes of "con- 
signments" do not arise here, as they can in 
trade flow studies (Savage and Deutsch, 1960; 
Goodman, 1963). Unlike each monetary unit ex- 
pended in trade, each individual student is an 
essentially independent unit. 

2. A Quasi- Independence Model 

The multiplicative model 

xij = ricj, 

where xij is the number of Fall 1968 American stu- 

dents resident in state i enrolled in all insti- 
tutions of higher learning in state j was esti- 
mated. The diagonal entries, are typically 

omitted from transaction flow analyses. Their 
values are often unavailable or, if available, of 
dominant magnitudes that strongly perturb estima- 

tion procedures. Since a line (loop) from a point 
to itself is not an admitted concept in the theory 
of directed graphs, the diagonal entries are, in 

(1) 



any case, irrelevant in directed graph (digraph) 
studies. Iterative techniques which are neces- 
sary for the estimation of (1), if any of the 

-cells are disregarded (Goodman, 1968), were 
employed in this study due to the omission of the 
diagonal cells. (The extents to which students 
attend colleges in their states of residence are 
not, therefore, revealed in the results presented 
here.) (1) is, in such cases, referred to as a 
quasi -independence model. 

One of several asymptotically equivalent 
formulas for the residuals from this model 

(xij - ricj) /(ricj) (2) 

is employed as a measure of deviation, not rela- 
tive acceptance coefficients 

(xij - ricj) /ricj 

nor absolute deviations 

(3) 

xij - ricj (4) 

[The solution of a set of 102 (51 + 51) normal 
equations could have been used to adjust the 
standardized residuals (2) for their asymptotic 
variances (Haberman, 1973). However, consider- 
able cost would have been involved in computing 
the adjustments. In addition, modifications 
would have been small, since no state had more 
than thirteen percent of all the Fall 1968 out - 
of -state students resident or enrolled in it. 
For exploratory purposes, therefore, the stand- 
ardized residuals appeared adequate.] 

Residuals incorporate a square root scale. 
They are, consequently, in a sense intermediate 
between relative acceptance coefficients (logar- 
ithmic scale) and absolute deviations (original 
scale). Brams could conceivably have employed 
residuals in his studies. He expressed dissatis- 
faction with the exclusive usage of either rela- 
tive acceptance coefficients or absolute devi- 
ations, since the former were biased against na- 
tions with large trade flows, while the latter, 
on the other hand, gave undue importance to 

relatively small changes in large trade flows. 
Therefore, his standards for classifying linkages 
as salient required that both these measures had 
to be greater than certain levels (Brams, 1966a). 

There are 2,550 (51 x 51 - 51) residuals 
from the quasi- independence model (1). A salient 
linkage criterion which sets all residuals 
greater than some chosen threshold to 1 and all 

other residuals to 0 can, of course, be estab- 
lished in many ways. It would be of interest to 
vary thresholds and observe how interrelation- 
ships revealed by the application of graph - 
theoretic procedures are altered (Gotlieb and 
Kumar, 1968; Doreian, 1969; Auguston and Minker, 
1970; Osteen, 1974). The stability of relation- 
ships could be evaluated by doing so, as in 

clustering by fuzzy sets (Zadeh, 1965). 

After preliminary investigation of the ma- 
trix of residuals, it was decided to set the 150 

largest residuals to 1 and the remaining 2,400 to 
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O. The 151st largest residual, 46.3, was found 
with the use of a partial sorting algorithm 
(Chambers, 1971). If only a few order statistics 
are required, this method yields the desired in- 
formation at less expense than if complete sorts 
are performed. This choice was made to strike 
a balance between richness of detail, signifi- 
cance of conclusions, and ease of computation and 
presentation. The results obtained are displayed 
in Figure 1. (The states of Alaska and Hawaii 
are represented by circles. Readers unfamiliar 

with the names and locations of the states should 
refer to a map which yields such information.) 
If the ij -entry of the Boolean adjacency matrix 

obtained by use of 46.3 as a threshold is 1, an 
arrow is directed from state i to state j. This 

indicates that state i sent substantially more 
students to state j than would be expected if the 
null model held. There is, of course, extensive 
departure from (1) because factors such as dis- 
tance, tuition differentials, and quality of edu- 
cational facilities are not accounted for in it. 

A summary measure of the degree to which it fails 
to hold is given by the percentage discrepancy 
statistic 

- ricjI) /EE xij for all xij, ikj (5) 

The numerical value of this statistic is the per- 
centage of the 1,104,622 students attending out - 
of -state colleges in the Fall of 1968 that would 
have had to have been redistributed in ordei to 
achieve quasi- independence (Brams, 1966a). It was 
computed to be 40.7. Since the maximum possible 
value is 50, state of residence and state of en- 
rollment are strongly associated. Most of the 150 
salient linkages are, in fact, between contiguous 
pairs of states, while the remainder occur between 
relatively proximate pairs. (It should be rea- 
lized that there are certainly substantial within - 
state effects present in the data. Residents of 

one section of a state might have different pre- 
ferences for out -of -state colleges than those of 

another.) 

By exponentiating a 51 x 51 Boolean matrix 
with 201 non -zero entries (150 for the saliences 

plus 51 on the main diagonal), the reachability 
matrix of the digraph formed by the 150 links can 
be obtained (Harary et al., 1965). [The power to 
which it is necessary to raise the matrix is 

termed the diameter of the graph. Algorithms for 
the multiplication of sparse Boolean matrices were 
employed for this purpose (IBM, 1970). These were 
much more efficient than conventional matrix mul- 

tiplication routines would have been. Graph al- 

gorithmic programming languages that are also of 

value in computing reachability matrices have been 

developed (Rheinboldt et al., 1972).] One state 
(A) is reachable from another (B) if a sequence of 

directed links exists from B to A. Strong compon- 

ents -- which may be interpreted as regions -- of 
the graph can be easily determined from the reach- 

ability matrix. These are maximal sets, any mem- 
ber of which is reachable from any other. 

The graph formed by the 150 salient linkages 

was found to possess five strong components. Two 

of them were sets consisting of single states -- 

Alaska and Montana. The other three were non- 



trivial. One was a western region composed of 
Arizona, California, Hawaii, Idaho, Nevada, 
Oregon, Utah, and Washington. Another was a 
northeastern region comprised of Connecticut, 
Delaware, Maine, Massachusetts, New Hampshire, 
New Jersey, New York, Pennsylvania, Rhode Island, 
and Vermont. The fifth region was a large dif- 
fuse one comprised of the remaining thirty (mid - 
western and southeastern) states plus the Dis- 
trict of Columbia. Virginia, a member of this 
region, was reachable from another member, Colo- 
rado, in a minimal path of nine links. (The di- 
ameter of the graph was thirteen.) 

If the threshold for saliences were raised, 
more regions (strong components) with fewer 
states would result. By lowering the threshold, 
on the other hand, coarser regional distinctions 
would appear. When, during preliminary investi- 
gations, the largest 330 residuals were deemed 
salient, every state was reachable from every 
other one. Therefore, there was only one strong 
component or region, the entire nation. 

One of the most interesting aspects of re- 
gionalizing in this fashion is isolating the 
links, if any, between the strong components. 
Since an acyclic digraph is obtained by con- 
densing a digraph with respect to its strong com- 
ponents, no two strong components can be mutually 
salient. For example, Montana and Alaska -- both 
strong components -- are each salient to the same 
member of the western region -- Washington. How- 
ever, no member of the western region is salient 
to either of these two states, thus preventing 
their incorporation into it. Wyoming, a con- 
stituent of the largest region, is salient to its 
neighboring states of Montana and Utah, but 
neither Montana nor any western state is salient 
to Wyoming. Pennsylvania, which is in the north- 
eastern region, is salient to two states that it 
borders, Ohio and West Virginia. However, the 
only states salient to Pennsylvania are other 
northeastern ones -- Delaware, New Jersey, and 
New York. 

Strong components may contain cliques; that 
is, maximal complete subgraphs. Every member of 
a clique is salient to every other member. There 
are five three -state cliques in the 150 -link di- 
graph. These are {Idaho, Oregon, Washington }, 
{California, Oregon, Washington }, {Connecticut, 
Massachusetts, New York }, {Alabama, Mississippi, 
Tennessee }, and {Alabama, Georgia, Tennessee }. 
Clearly, cliques need not be mutually exclusive, 
in the manner of strong components. [Gotlieb 

and Kumar (1968) combine overlapping cliques to 
obtain "diffuse" classes.] Therefore, the latter 
are more appropriate for regionalization pur- 
poses. [Taliaferro (1973) regionalized the 
counties of Kansas on the basis of weak compon- 
ents; that is, maximal sets of counties all mu- 
tually reachable by sequences of undirected 
links. The weak components of a digraph are the 
strong components of the digraph's symmetric clo- 
sure (Harary et al., 1965; Harary and Miller, 
1970).] 
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3. A Symmetry Model 

A quasi -independence model can be estimated 
for any rectangular table of counts. The study 
of square tables of counts -- where row and 
column classifications coincide -- is richer, 
however, in that models of symmetry and quasi - 
symmetry can also be estimated (Ireland et al., 
1969). Under an hypothesis of symmetry, the 

estimate of the ij or ji cell of a square table 
is simply 

(x 2 (6) 

These values were computed for the Fall 1968 
student flow table. The associated 2,550 resid- 
uals were then calculated, and the 150 largest 
were again deemed salient. (The 151st largest 
residual was 12.1. 21.8 percent of the students 
would have had to have been redistributed for 
symmetry to hold.) These saliences are exhibited 
in Figure 2. An arrow directed from state i to 
state j indicates that state i sent substantially 
more students to state j than it received from 
state j. For several reasons, however, Figure 2 

would be unacceptably complex if arrows were used 
to represent all 150 saliences. One reason is 
that contiguity is not as prominent a factor as 
in Figure 1, while another is that there can be 
no two -headed arrows in Figure 2. Also, a very 
high density of emitted saliences was found in 
the neighboring states of Connecticut, New 
Jersey, New York, and Pennsylvania. Therefore, 
symbols are used to represent most of the sa- 
liences directed from these four states. 

In addition to transmitting to 32 states 
plus the District of Columbia, the matrix of re- 
siduals revealed that all of the other fifty 
units received more students from New Jersey than 
it sent there. Even to New York, which itself 
transmitted to 29 units (including Pennsylvania, 
which transmitted to 19), New Jersey sent 24,534 
students, while receiving only 6,689 in return. 
Overall, 16,831 out -of -state students were en- 
rolled in New Jersey's institutions of higher 
education, while 116,536 New Jerseyites were at- 
tending colleges outside their home state. 

Another interesting aspect of Figure 2 is 
the large number of saliences incident to Utah. 
This phenomenon is probably in large part at- 
tributable to Mormon students enrolling in 
Brigham Young University. The catalog for this 
school, like many others, lists the states and 

foreign areas from which the students come. As 

of August 18, 1969, 9,513 of 27,277 students were 
from Utah. 16,348 were from the other 49 states 
plus the District of Columbia. In the eastern 
portion of the nation, Tennessee has a dominant 
role similar to Utah's in the west. Tennessee 
and Utah -- in strong contrast to New Jersey -- 
have large net inflows of students. (Tennessee 
received 31,763 and sent 12,973, while the com- 
parable data for Utah were 19,108 and 3,047.) 
The quasi -symmetry model controls for such dif- 
ferences between inflows and outflows. 

Several of the one -way linkages under the 



quasi - independence model (Figure 1) are shown in 
Figure 2 to also be strongly asymmetrical. (For 

example, Wyoming Utah; Montana Washington; 
Florida Tennessee.) Also, some two -way link- 
ages exhibit the same property. (Illinois 
Indiana; Florida Georgia; Idaho Utah, for 
instance.) As an illustration of the magnitude 
of the 150 asymmetries, a few -- not 
any systematic basis -- are listed. 

selected on 

sent 12,052 to Wisc. and recd. 2,428. 
Iowa " 2,428 " Neb. 

it it 

725. 

Maryland " 1,903 " N. C. 193. 
Pa. " 6,080 " W. Va. 

II II 
428. 

New York " 1,083 " Arizona " " 109. 
Florida " 997 " Miss. " II 

154. 

There are no cycles (intransitivities) in 
Figure 2. If one unit can be reached by a series 
of directed links from another unit, there is, 
therefore, no return path. Hence, there are no 
non -trivial strong components. The points in 
such an acyclic digraph can be hierarchically 
ordered so that a point is assigned to a kth 
level if, and only if, the longest path to the 
point is of length k (Brans, 1968a, b, 1969; 

Rouget, 1972). A point at any level of the hier- 
archy is either salient to a point at the next 
higher level or has a salience from a point at 
the immediately preceding level. Table 1 pre- 
sents the hierarchical arrangement -- based on 
seven levels -- for the digraph of Figure 2. 

(Since Arkansas and North Dakota are isolated, 
that is, have no saliences associated with them, 
they are omitted from the table.) No state is 
salient to New Jersey (6), while Maine (0), for 
instance, is not salient to any other state. 

Maryland (3) is salient to Ohio (2), which in 
turn is salient to Kentucky (1). Two states, 

not at adjacent levels, can be salient. However, 

the salience must be directed from the higher 
level to the lower level. 

4. A Quasi -Symmetry Model 

The marginal (row and column) sums of the 

cell estimates in the quasi- independence model 

(1) and the sums of symmetrically located pairs 

of cell estimates in the symmetry model (6) are 

identical 'to the corresponding sums in the flow 
table. By iteratively constraining a 51 x 51 
table, the entries of which are all initially 
equal, to possess first one and then the other of 
these two properties, convergence to estimates 
under an hypothesis of quasi -symmetry can be ob- 
tained. Cell estimates in such a model are the 

closest possible -- in the sense of minimum dis- 
crimination information -- to being symmetric, 
given that the marginal sums are inhomogeneous; 
that is, the sums of rows and columns correspond- 

ing to the same classifications are unequal (Ire- 

land et al., 1969). The 150 largest residuals 
from the quasi -symmetry model are presented in 

Figure 3. The 151st largest residual was 6.9. 
11.5 percent of the students would have had to 

have been redistributed for quasi -symmetry to 

hold. Since symmetry is equivalent to quasi - 

symmetry plus marginal homogeneity, the differ- 

ence, 10.3, of the two percentage discrepancy 
statistics, 21.8 and 11.5, is the percentage of 
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departure from (6) attributable to marginal in- 
homogeneities. 

New Jersey is salient to nine states in 
Figure 3, a considerable decline from the 33 sa- 
liences in Figure 2. By controlling for the 
large disparity between the number of students 
leaving New Jersey and the number entering, most 
of the asymmetries under (6) were diminished. 
Similarly, the saliences associated with Connec- 
ticut were reduced from 11 to 4. (20,884 out -of- 
state residents were enrolled in Connecticut's 
colleges, while 42,965 Connecticut residents at- 
tended college outside the state.) Interestingly, 
Virginia, also a substantial net exporter of stu- 
dents, has a salience from Connecticut under the 
hypothesis of quasi -symmetry, but not symmetry. 

On the other hand, the number of saliences as- 
sociated with Pennsylvania increased from 19 to 
22. (Pennsylvania was a relatively weak net ex- 
porter of students, receiving 62,302 and sending 
76,420.) New York's saliences decreased in num- 
ber from 29 to 27. (New York received 69,424 
students and sent 135,981.) The number of sa- 
liences from Ohio increased from 6 to 11. (Ohio 
was a net importer, receiving 57,428 and sending 
50,215.) Florida is shown in Figure 3 to be a 
strong attracter of students from Northeastern 
states, possibly for climatic reasons. (Climatic 
differences may also explain Minnesota's salience 
to California.) California and Hawaii have ex- 
ceptional appeal for Florida residents. The num- 
ber of saliences to Utah decreased, while those 
to Tennessee and Texas increased. 

Perhaps the most surprising salience revealed 
in Figure 3 is that of Oregon to Pennsylvania. 
Its presence results in the digraph associated 
with Figure 3 being cyclic, in contrast to the 
acyclic digraph corresponding to Figure 2. (For 
instance, Pennsylvania California, California 
Oregon, Oregon Pennsylvania. This is not, how- 
ever, the maximal cycle containing the Oregon 
Pennsylvania link.) In the Fall of 1968, Pennsyl- 
vania sent 82 students to Oregon, while Oregon 
sent 225 to Pennsylvania. Oregon received roughly 
a quarter more students than it sent, while 
Pennsylvania sent approximately a quarter more 
than it accepted from out -of- state. 

5. Conclusions 

Substantial departures from quasi- indepen- 
dence, symmetry, and quasi -symmetry models of the 
Fall 1968 state -to -state table of college students 
occur. By concentrating on the largest residuals 
from these models, with the use of graph theoretic 
procedures, dominant patterns of deviations can be 
perceived. The procedures employed are of general 
value in analyzing the rich body of transaction 
flow data. 
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TABLE 1 

Hierarchical ordering of states based on 150 largest 
residuals from symmetry model 

Level 

6 

5 

4 

3 

2 

1 

States 

New Jersey 

Connecticut, New York 

Pennsylvania 

Florida, Maryland 

Alaska, Hawaii, Illinois, Montana, Ohio, 
South Carolina 

Arizona, California, Delaware, Georgia, 
Idaho, Iowa, Kentucky, Nevada, New Mexico, 
Virginia, Washington, Wyoming 

Alabama, Colorado, District of Columbia, 
Indiana, Kansas, Louisiana, Maine, 
Massachusetts, Michigan, Minnesota, 
Mississippi, Missouri, Nebraska, New 
Hampshire, North Carolina, Oklahoma, 
Oregon, Rhode Island, South Dakota, 
Tennessee, Texas, Utah, Vermont, West 
Virginia, Wisconsin 

Figure 1. 150 largest residuals from quasi- independence model, 
and regionaliretipn based upon strong components. 
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Figure 2. 150 largest residuals from symmetry model. 

0: Connecticut 
: New Jersey 

C): New York 
Pennsylvania 

District of Columbia {Connecticut, New Jersey, New York, Pennsylvania) 

Figure 3. 150 largest residuals from quasi -symmetry model. 

C): r Connecticut 
: New Jersey 

O: New York 

Pennsylvania 

D+: Ohio 
District of Columbia {Illinois, North Carolina, Ohio) 
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A COMPARISON OF THREE TECHNIQUES FOR ELICITING TRUTHFUL ANSWERS TO SENSITIVE QUESTIONS 

Linda L. Smith, Walter T. Federer and Damaraju Raghavaraol, Cornell University 

1. Introduction 

The problem of attempting to obtain truthful 
answers to sensitive, incriminating, or embar- 

rassing questions has received increased attention 
since the appearance of Warner's [7] 1965 publica- 
tion describing the randomized response (RR) tech- 
nique. Some of this work may be found in the lit- 
erature [1,2,3,4,8] cited at the end of this 
paper. alternative to the RR method, utilizing 
balanced incomplete block design concepts, was 
presented by Raghavarao and Federer [5]; their 
method is designated as the block total response 
(BTR) procedure. A randomized form of the block 
total response (RBTR) technique is described by 
Smith [6]. She compared the three techniques in 

a designed experiment with v =7 questions in b =7 
incomplete blocks of size k =3 questions each on a 
set of 7n=84 individuals enrolled in a statistics 
class. This paper includes the results obtained 
by Smith [6]. 

Briefly, the RR technique utilized here con- 
sisted of presenting the respondent with two ques- 
tions, A a sensitive one or one of interest and B 
a nonsensitive one whose answer was known. The 
randomizing device used was such that 70% of the 
time the respondent, anonymously, answered ques- 
tion A and 30% of the time he answered question B; 
an affirmative answer to question B should occur 
2/3 of the time. Each respondent was presented 
k =3 questions with a different randomizing device 
and a different nonsensitive question being used 
for each of the three questions presented. 

The BTR method consists of using a balanced in- 
complete block design with parameters v =b, k=r, 
and X. The respondent gives a total score for the 
particular set of k questions presented to him; 
responses to individual questions are not required 
and thus, under proper scoring of questions, the 
answers to individual questions are unknown to 
anyone but the respondent. From the set of b 
blocks it is possible to estimate average response 
to each question but not to obtain an individual's 
response. For this study a balanced incomplete 
block design with v =7 =b, k =3 =r, and X =1 was 
utilized. 

The RBTR procedure consists of randomly and 
anonymously allotting a block of k questions to 
the respondent. The respondent draws a cork from 
a jar containing corks numbered 1 to b, such that 
each number occurs an equal number of times. He 
keeps the cork and writes down a total for the 
block number on his cork. He then folds the ques- 
tionnaire and places it in a sealed (or locked) 
box containing other respondents' answers. For 
the first respondent a few blank sheets could be 
inserted in the box to give the respondent a 
feeling of security regarding his anonymity. For 
this particular study, only seven corks were in- 
cluded in a jar at one time. This was done 
because the interviewing was done with groups of 
six to 14 students. Thus, in the RBTR procedure 
the interviewer does not know which block of ques- 
tions was answered by the respondent and in addi- 
tion the respondent's answers to individual ques- 
tions are unknown. This double degree of security 
may be necessary in certain cases. The idea of 
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using a locked box in which respondents placed 
their answers was described by Arnold J. King to 
one of the authors (WTF) and was used by King in a 
survey on income of Iowa farmers. The farmers had 
to be assured that the information they gave would 
not end up in the hands of the Internal Revenue 
Service. 

In general survey practice with the RBTR tech- 
nique, a plastic jar with n corks numbered 1, n 
corks numbered 2, n corks numbered 3, ..., n corks 
numbered 7, could be used. Then when one gets 
down to the last few corks, a check could be made 
to determine which numbers remained. If only one 
or two numbers remain, several corks with the same 
number could be added to give a sense of anonymity 
to the respondee. It was found that students felt 
much more secure about their anonymity with proce- 
dure III than with the other two procedures. This 
appears to show up in their answers to questions 2 
and 4, where the percentage obtained by procedure 
III was much higher than for procedures I and II. 

2. Procedure 

It was decided to use 84 individuals in the 
study, which, as determined by the results, was 
too small a sample. The individual respondents 
were from an introductory statistics class and 
were interviewed in eight groups, ranging in size 
from six to 14 students. Since a comparison of 
the three techniques was being made, the question 
of representativeness of the sample is not 
involved. A copy of a four -page questionnaire 
presented to one student follows: 

-page 1- 

Introduction: This survey is designed for the 
purpose of comparing three methods of obtaining 
truthful answers to questions that an individual 
might feel are embarrassing, incriminating, or 
both. All three methods are aimed at keeping the 
individual's answers completely anonymous. We 
are not interested in how particular individuals 
answer specific questions, but rather in estimat- 
ing the number of individuals responding in a 
certain way (either yes or no). 

Results of this survey will be summarized and 
analyzed and then presented to you at a later 
date. 

After finishing this survey, some of you may 
want to construct a similar survey using one or 
more of these three methods and your own questions 
for your term project. 

When you have completed all three sections, 
please write down any comments you have concerning 
the three procedures. Did you feel as though your 
answers were really anonymous? Why or why not? 
Write comments on back of this page. 

-page 2- 
I. Randomized Response Procedure 

In this method you are to answer one of two 
questions according to the procedure indicated. 
You give only one answer in each pair of ques- 
tions, and because of the way this method is 
designed the interviewer cannot tell which ques- 
tion cyyu. have answered. The interviewer knows 
only the proportion of times the question is 
answered. 



1. Answer question A if the last digit of 
your social security number is 0,1,2,3,4,5 or 6. 
Answer question B if the last digit is 7,8 or 9. 

Question A: Does your parent earn more 
than $25,000 a year? 

Question B: Is your number 7 or 8 (as 

opposed to 9)? 
Answer: Yes No 

2. Answer question A if your birthday falls 
between January 1 and September 12. Answer B if 
your birthday falls between September 13 and 
December 31. 

Question A: Have you smoked any marijuana 
during the past two weeks? 

Question B: Is your birthday between 
September 13 and November 25? 

Answer: Yes No 
3. Draw a cork and note its color, and if it 

is white, also note its number. Answer question 
A if it is red and question B if it is white. 

Question A: Are you under 21 years of age? 
Question B: Was the number on your cork 1? 
Answer: Yes No 

-page 3- 
II. Block Total Response Procedure 

For this procedure you are asked to give only 
a total of your answers to the three questions. 
Please do not, unless you wish to, indicate what 
you answer for individual questions, but rather a 
total for all three. Because you give just the 
total, the interviewer cannot tell how you have 
answered individual questions. For example if 
your total was and if you had been asked ques- 
tions 1, 2, and 3, you could have answered in any 
of the following ways: 

1. 0 1 1. 0 1 1. 0 1 
2. 2 2. 2 2. 2 
3. 1 0 3. 1 0 3. 1 0 

= 

Possible Answers 
3. In general, are you happy Yes (1) No (0) 

with your decision to come 
to Cornell? 

4. While at Cornell, have you Yes (3) No (2) 

ever stolen money or any 
other article worth more than 
$5.00 from a roommate, friend, 
employer, or anyone else? 

6. Have you smoked any marijuana Yes (2) No (3) 
during the past two weeks? 

Total for the three questions: 

-page 4- 
III. Randomized form of Block Total Response 

Without looking, select a cork from the jar. 
Observe the number on the cork. This number will 
correspond to a certain set of questions that you 
will answer. The seven questions are: 

1. Are you under 21 years of age? 
Yes (0) No (1) 

2. Did you cheat in any way on the Stat 200 pre- 
lim that you took last week? 

Yes (2) No (3) 
3. In general, are you happy with your decision 

to come to Cornell? 
Yes (1) No (0) 

4. While at Cornell, have you ever stolen money 
or any other article worth over $5.00 from a 
roommate, friend, employer, or anyone else? 
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Yes (3) No (2) 
5. Does your parent earn more than $25,000 a 

year? 
Yes (0) No (1) 

6. Have you smoked any marijuana during the past 
two weeks? 

Yes (2) No (3) 
7. Are you enrolled in the College of Agriculture 

and Life Sciences? 
Yes (1) No (0) 

Do not give answers to individual questions but 
rather a total of your three answers. 

If the number on your cork was 1, give a total 
for questions 1,2,4 Answer 

If number was 2, give total for 
2,3,5 Answer 

If number was 3, give total for 
3,4,6 Answer 

If number was 4, give total for 
4,5,7 Answer 

If number was 5, give total for 
5,6,1 Answer 

If number was 6, give total for 
6,7,2 Answer 

If number was 7, give total for 
7,1,3 Answer 
Now fold this page in half and place in the box 
provided. This is to insure that your answers 
remain anonymous. 

From the above seven questions listed under III, 
it should be noted that questions 2 and are 

highly sensitive ones; question 6 may or may not 
be sensitive; questions 3 and 5 may be sensitive 
for some individuals. Under the conditions of the 
study questions 1 and 7 should not be sensitive 
for any student. Note that all the scores are not 
zero and one. The scoring system used was such as 
to allow several ways in which at least some 
scores could be obtained. The problem of a good 
scoring procedure is a difficult and unsolved 
problem. Same block totals are obtainable in only 
one way which allows the interviewer to ascertain 
the respondent's answers to individual questions. 
Although the scoring procedure used is not per- 
fect, it is a much better one than simply coding 
all yes answers zero and all no answers one. To 

improve the scoring procedure one could include a 

quantitative variable, for example age to nearest 
birthday, as one of the nonsensitive questions. 
Alternatively, one could include a nonsensitive 
question, whose answer is known, in every block. 

The seven questions were grouped into v =7 sub- 
sets of k =3 questions each in a balanced incom- 
plete block arrangement as follows: 

T1 T5 = 

= = 
= , Q6 = 

T4 = 

(1) 

The three procedures were coded as follows: 
I = Randomized Response Procedure (RR) 

II = Block Total Response Procedure (BTR) 
III = Randomized Form of Block Total Response 

Procedure 
Each person answered a set of questions using each 
of the three methods. Since the order in which 
the techniques were presented might somehow affect 
the result, the following set of six sequences of 
the techniques was used to obtain a balanced 



arrangement among the groups and 
tation: 

Si = I, II, III S4 = 

= II S5 = 
S = 1 , , 1 1 1 Se = 

order of presen- 

II, III, I 

III, I, II 
III, II, I 

Then for 42 respondees the following setup was 
used where seven students did Sl, another seven 
did S2, etc. 

Sets of Seven People Each St 

1 2 3 5 6 7 
S T, Ta TIT, T2 T1 T3 T2 T4 T3 T5 T4 T6 T5 

T2 T3 T3 T4 T4 T5 T5 TB T8 T7 T7 T T1 T2 

S3 T3 T5 T4 T8 T5 T7 T6 T1 T7 T2 T2 T4 

S4 T4T7 T5 T1 Te T2 T7 T3 T1 T4 Ta T5 

Ss T 5 Te T3 T7 T4 TITS T2 T8 T3 

T8T4 TIT, T3T1 T4T2 

T3Te 

T4T1 

T5T3 

where the first T in each pair corresponds to pro- 
cedure I and the second T corresponds to procedure 
II. Since it was not known which T1 an individual 
would select in procedure III, it was not possible 
to balance procedure III with the other two. For 
the RR and BTR procedures the same set of Th ques- 
tions for both groups was excluded. A pair of 
orthogonal latin squares of order seven was used 
to construct the above design by simply excluding 
the row of the pair of latin squares which con- 
tained the ThTh sets of questions. Note that 
under procedure III, a student may have answered 
one of the in the pair ThT3 for procedures I 
and II. 

After the first six blocks of seven had been 
completed by the 42 respondees, another 42 stu- 
dents followed the same setup to obtain the 84 
responses. The experiment was conducted during 
a one week period in March 1974. 

3. Summarized Data and Calculations 

The total number of "yes" responses for each 
question and for each S (j= 1,2,...,6) for the 
randomized response technique is: 

Number "Yes" Number "Yes" 
Question I.1 I.2 Sequence I.1 I.2 

1 12 13 1 10 10 
2 3 5 2 8 13 

3 15 13 3 9 7 
3 4 8 13 

5 6 5 11 12 
6 6 7 6 9 7 

7 12 15 

The total of the responses for each Th from all 
12 for both sets of 42 students for the BTR 
(II)3and the RBTR (III) procedures are: 

Total II III 
Y1. 51 42 
Y 43 
Y 3. 65 65 
Y4. 22 21 

Y5. 77 75 
67 65 

Y7. 55 57 

The calculations for the randomized response 
technique are: 

P(yes answer) = P(Yes on 1st question) 
+ P(Yes on 2nd question) 
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= P(lst question chosen) P(Yes/ 
1st question) + P(2nd question 
chosen) P(Yes /2nd question) 

Rearranging and substituting in the known values, 

we have 

P(Yes /lst question)= 
P(Yes answer) (.3)(4) 

0.7 

where P(Yes answer) is the proportion of "Yes" 

responses for a particular question and P(Yes/ 

2nd question) = 2/3 for all three nonsensitive 
questions used in the RR method. 

The estimate for question one is obtained as 

1 [(12 +13)/3(12)- .20]/O.7 = 0.706. Note that 

there are 3(12) = 36 individuals who answered 
each question using the RR method. The propor- 

tions for the remaining questions are given in 

Table 1. 
For a given question h asked of a population 

of individuals it is assumed that there is a true 

mean that there is an individual response 
for the ith individual, and that - = eh, 
represents a deviation of individual i from the 
population mean. Then E[eh1lh] = 0 and if the 

ith and i'th individuals' responses are indepen- 

dent then we can say that the are identically 

and independently distributed with zero mean and 
common variance. The responses to the seven ques- 

tions may be represented as: 

7 X21 = = 

(2) X41 = 
X51 

= 

= 

where are answers to 1,2,3, 

...,7 respectively, are popula- 

tion means for questions 1,2,3,...,7, and eh is 

a deviation of an answer Xh from the population 

mean Let be the total of the answers for 

the jth respondent answering the hth set of ques- 
tions; then 

Y13 = X63+ X23+ X13 

Y93 =X4J +X J +X,3 

= X33+ X43+ X83 

Y43 
= X73+ X13+ 

X31 

Using (2) in (3), and omitting the eh, terms we 

(3) 

Y51 

Y83 =X13+XaJ+X43 

Y73 = 
X23+ X23+ 

obtain estimates for individual questions as 

follows: 

= [ Y1.+ Y4, +Y8- (Y2 +Y3, +Y5, +Y7,) /2]/3n 

= [Ys 
,+Y7 ,+Y3 ,+Y4 

= [Y3,+Y4,+Y7 

X4 = [Y20 

= [Y1.+Y2,+Y7-(Y3,+Y40+Y5,+Ye 

)/2]/3n 

= [Y2 .+Y4 .+Y5 . -(Y1 3 
.)/2]/3n 

where n is the number of people answering a given 

set of questions. Substitution of numerical 

values for in the above equations results in 

a set of values, some of which exceed unity. Sub- 

tracting the number to the left of the decimal 
results in the proportions given in column three 

of Table 1. 



Table 1. Estimated proportions, for each of 
seven questions by three different procedures 

Estimate I - RR II - BTR III - RBTR 

X1 0.71 0.56 0.21 
0.03 0.01 0.08 
0.83 0.64 0.83 
0.01 0.01 0.12 
0.11 0.93 0.83 
0.23 0.76 0.46 
0.79 0.64 0.71 

The method for obtaining the estimated propor- 
tions using the randomized form of the block total 
is the same as given above for the block total 
response. The only difference with this technique 
is in the manner in which an individual receives 
the set of three questions to be answered. With 
this method he chooses a number at random (without 
replacement) and answers a set of questions cor- 
responding to that number. Thus, the interviewer 
not only does not know what the respondee has 
answered for a particular set of questions, but 
he does not even know which set of questions the 
respondee has answered. 

From the class roster, we could check to find 
out the number of students who were actually 
enrolled in the College of Agriculture and Life 
Sciences (question 7 from the survey). Out of the 
97 students enrolled in the course, 71, or 73%, of 

them were in the College. This value of 0.73 cor- 
responds fairly closely to the estimates obtained 
by using our three techniques. The discrepancies 
are 0.06, -0.09, and -0.02 for methods I, II, and 
III respectively. The graphical representation 
of the above results is given in Figure 1. 

Figure 1. Responses for seven questions 
from three methods 

Randomized Response 
- - -- Block Total 

100 Randomized Form of Block Total 

90. 

80 

70 
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20 
lo 

7 3 1 5 

Questions 

Considerable discrepancies were obtained for 
question 5 by the randomized response technique 
and the other two procedures. From discussions 
with students it would appear that a figure of 11% 
of parents with income over $$25,000 is an unusu- 
ally low figure, but that a figure of 93% by the 
block total response method is somewhat high. 
Likewise, it is doubtful if 76% of the students 
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smoked marijuana during the past week (question 6 
and the block total response technique). 

The difference between block totals for ques- 

tion set 1,5, and 6 for the BTR and RBTR methods 

was relatively large, 51 versus 42. This differ- 

ence resulted in quite different estimates for 

these questions by the two different methods. 
This could be explained as sampling variation and 
hence the conclusion that the sample size of n =12 
was too small for comparing procedures. It was 

large enough to gain experience in conducting the 

three procedures in an experiment, and the total 
of 84 individuals allows a contrast of the three 

methods. 

4. Estimated Variances for the Three Methods 

The variance of an estimated percentage 

from a binomial distribution would be 2(1- 2) /kn. 

For the randomized response procedure, this vari- 

ance is divided by n2, where n is the fraction 
answering the sensitive question; in our case 

n = 0.7. The variance for each question was com- 

puted and is given in the second column of Table 

3. 
Two different methods have been devised for 

estimating the variances for the block total 
response procedure. The same methods may be used 

for the RBTR technique. The h= 1,2,...,v =7 

and i= 1,2,...,n, are statistically independent 

since a simple random sample of n individuals was 

selected to answer each set Th of questions and 

the different sets Th were used on a different 

set of n individuals. Hence we may compute the 
variance of a given a = /n as: 

(5) /n(ni) . 

Using formula (5), the various variances were 
obtained and are presented in Table 2 

Table 2. Estimated variances for each for 

the BTR and the RBTR procedures 

Question Set II - BTR III - RBTR 
T1 0.0170 0.0833 

0.0827 0.0657 
T3 0.0372 0.0221 
T4 0.0884 0.0777 

T5 0.0221 0.0625 
T6 0.0221 0.0372 
T, 0.0221 0.0322 

Sum 0.2916 0.3807 

The first method of estimating the variance of 

the in Table 1 for the BTR method is 

V( ) = [Sum of the variances of for 

t e three blocks where question 
occurred plus one -fourth of the vari- 

(6) ances of the the blocks where 
question h did not occur] /9 = [Sum of 
all 7 variances plus 3(sum of variances 
of where question h occurred)] /36 . 

For example, question 1 occurred in sets T1, T4, 

and Te with corresponding block meansA11., Y4,, 
and Y . The estimated variance of X, is com- 

puted from (6) as: 



v(21) = [v(1.) + v(t"4.) + v(a.) 
+ (v(2,) + v(3,) + v(!,) + v(7,)) /4]/9 

= [0.2916 + 3(0.0170 + 0.0884 + 0.0221)]/36 

= 0.0187 . 

The remaining variances are computed from (6) and 
are given in the third column of Table 3. Like- 
wise, the variances for the RBTR method are com- 
puted from (6) and are presented in the fourth 
column of Table 3. 

The second method of computing the variances of 
the is somewhat like a variance component pro- 
cedure in that negative estimates of the variance 
can occur. The method is to use variances instead 
of block totals Y equations (4) and solving. 
For example for h= 1, 
V(2 ) = [V(1.) + V(4,) ± 

- (V(%) + v(1' 3.) + V(6.) +v(?7,)) /2]/3 

= [3[v(1.) + V(1. 4,) + )) -v()]/6 

= [3(0.0170 + 0.0884 + 0.0221) - 0.2916]/6 

= 0.0152 . 

The remaining estimated variances for both the BTR 
and RBTR procedures may be computed in a similar 
manner and are presented in Table 3. 

Table 3. Estimated variances of times 104 for 
the RR, BTR, and RBTR procedures 

Variance RR 
First method Second method 
BTR RBTR BTR RBTR 

V(21) 117 187 271 152 356 

16 136 216 -154 25 

) 80 204 216 252 26 

6 199 210 224 -10 

v(5) 55 182 257 123 272 

100 145 246 -104 205 

94 235 277 48o 395 

Average 67 184 241 139 181 

Owing to relatively small sample size, n =12, 
comparisons of variances for individual questions 
are of little value. Instead, consider the aver- 
age variances over all questions for the 
individuals. By the first method of computing the 
estimated variances, the average of the variances 
for the BTR method, 0.0184, and the RBTR method, 
0.0241, is roughly three times that for the RR 
procedure, 0.0067. For the second method of esti- 
mating variances for the BTR and RBTR methods, the 
average variance is roughly twice that for the RR 
method. Since the estimated (Table 1) for the 
RR method are generally higher (or lower) than the 
corresponding ones for the BTR and RBTR methods, 
the average xariance for the RR method is smaller 
than if the from the other two procedures had 
been obtained. Hence, the average variance for 
the RR procedure is underestimated for comparisons 
with the other two procedures. 

In comparing the estimated variances for the RR 
and BTR procedures, consider the simplified situa- 
tion wherein the variances of all are equal to 
a2, and further suppose that responses to all k 
questions in a block are independent. Then, for' 
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k =3, = 4a2/3n for the first method. Since 

the RR estimate is obtained on kn =3n individuals, 
the variance is computed as a2 = 
= a2/1.47n. The ratio of the variances is a2/ 

which is approximately equal to 
two. Thus, from variance considerations only the 
RR procedure is more efficient than the BTR 
method used here. 

If cost is also considered, it will take k =3 
or more times as long to administer the RR pro- 
cedure as either of the other two procedures. 
Increasing the length of the interview and the 
length of time an interviewer spends with the 
respondent may be factors completely offsetting 
any gain in variance efficiency. 

5. Discussion 

After explaining the three techniques to the 
students and after attempting to convince them 
that their answers would truly be anonymous, sev- 

eral students remained skeptical. Some stated 

that no matter what an interviewer told them, 
they still would not answer a "sensitive" ques- 

tion truthfully, if a truthful answer could in- 
criminate or embarrass them. They believed that 
if someone was ingenious enough to think of these 
techniques, they probably were ingenious enough 
to determine what an individual's answers had 

been. The problem of convincing the respondent 
of his anonymity appears to be the biggest prob- 
lem associated with obtaining truthful answers. 
Interviewer training can help to some extent. 

On questions 2 and 4, the most sensitive and 
incriminating ones, the responses for the RR and 
BTR procedures were much lower than for the RBTR 
method. Perhaps the reason for this is the in- 
creased anonymity obtained in the RBTR procedure, 
as students felt most anonymous with this method. 
This result brings out the fact that although the 
RR procedure may convince a proportion of the 
sample that their responses remain anonymous, a 
fraction remains unconvinced. The same is true 
for the BTR method. This would indicate that the 
RBTR method should be used in preference to the 
BTR method and that the technique of using a 
sealed box as in the RBTR method, with the RR 
procedure may be useful in practice to increase 
the truthfulness of responses. 

It should be noted that birth dates are prob- 
ably not uniformly distributed over a year. 
Hence, the assumption that of the people have 

birth dates between September 13 and December 31 
may not be correct. Since the RR procedure is 
affected by discrepancies in the proportion n, it 
might be better to have people whose birth dates 
fall on the 11, 12, ..., 19th day of a month, 

answer question B. Then, -n would be 108/365 
ignoring leap years or [108/366 + 3(108)/365]/4 
including leap years. People may have birth 
dates uniformly distributed over the days of a 
month during the year but probably not throughout 
the year. 

Lengthy interviews may be considerably shor- 
tened using the BTR or RBTR methods, especially 
if questions are of a sensitive nature and if the 
RR technique is used on each question. Hence, 

situations may arise in which the BTR method is 
more efficient when both cost and variance are 
considered. Regardless of efficiency, the sur- 
veyor should use whatever method produces the 



most truthful answers. In this connection the 
BTR and RBTR procedures can be considered as 
alternatives to the RR method. There may be, 
however, procedures yet to be devised, which will 
replace all these procedures. 
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LACK OF FIT AND THE MULTIPLE REGRESSION OF ANOVA MODEL* 

Dwight E. Spence, University of Pennsylvania 

ABSTRACT 

Suggested in this paper is a test for lack of 
fit and its implications for model change appli- 
cable to the general regression analysis model, 
especially when used to handle analysis of vari- 
ance with qualitative independent variables. 
Draper and Smith (1967) have developed a procedure 
to test for lack of fit of the general regression 
analysis model in the case where the data includes 
repeat measurements of Y at the given X values. 
However, when the independent variable(s), X, is 

qualitative, as is more usually the case in mul- 
tiple regression -ANOVA ( MR/AV), Draper's estimate 
of "pure error" will be exactly that value given 
as the residual mean square estimate. Thus, any 
possibility for such a test of lack of fit, i.e., 
for finding "pure error" to be less than the re- 
sidual mean square, will be obviated in this 
MR/AV case. alternative is to obtain repeated 
treatment levels from which an estimate of pure 
error can be obtained. Use of this suggested al- 
ternative pure error term in a test for lack of 
fit is used as an initial indicator as to whether 
attempts should be made to (a) find dependent 
variable transformations and (b) try various pos- 
sible independent variable product -variables. 

FITTING THE REGRESSION ANALYSIS MODEL 
IN EXPERIMENTATION 

INTRODUCTION 

The following is not intended as an exhaus- 
tive presentation of the use of the regression 
analysis model vis -a -vis experimental design data. 
In part, it is a review of the major aspects of 
this subject; however, the emphasis is on testing 
the adequacy of a specific model against real 
data. It is with respect to this latter point 
that we have ventured beyond what is already avail- 
able in the literature on this subject. The first 
section will examine the data coding techniques to 
be used in applying the regression model to experi- 
mental design data; the special concern here (as 
throughout this paper) is for the case of contin- 
uous dependent variables and categorical indepen- 
dent variables. Section II considers methods to 
be used in testing for lack of fit of a specific 
model to a given set of observations. Finally, 
the focus of Section III centers on the large 
spectrum of alternative regression models avail- 
able for application in data analysis. 

SECTION I 

ONE- DIMENSIONAL ANOVA 

If we are to use multiple regression analysis 
to do analysis of variance, the ANOVA data must be 
recoded prior to applying the multiple regression 

model (MR /AV). Thus, in this section we will con- 
sider the problem of recoding with regard to sim- 
ple ANOVA, factorial designs with equal cell 

*Presented at the National Convention of the 
American Statistical Association, 1974 
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sizes, and factorial designs with unequal cell 

sizes. 
First the case of simple ANOVA. The most di- 

rect approach to recoding in MR/AV is referred to 
as dummy coding, and has as its objective a vector 

representation of each data observation such that 

observations in different cells are distinctly 

represented in terms of a binary system of l's and 

0's (Kerlinger and Pedhazur, 1973). Recall that 

the general linear regression model 

Y= BOZO +ß1Z1+ . . . +ßnZn +e 

where Zi = f(xl,x2,...,xm); Z0 1 

can also be expressed in the form 

(1) 

Y = My + ß1(Z1 + . . . + ßn(Zn 
Z 
) + e (2) 

where 
- . . . - = 

which, when compared with the analysis of variance 
model 

Y= +ai+ . . . +6. +e 

reveals the equality (Hays, 1973) 

(3) 

ß1(Z1 Z) (4) 

However, in the present case of categorical inde- 

pendent variables where the variables are being 

recoded each level of each factor -variable is rep- 
resented in the model. Consider a factor -variable 
with three levels, then observations at the first 
level are represented as the row vector 

[1 1 0] 

while observations at the second and third levels 

would have vector representations of 
[1 1] and 
[1 0 0] respectively. The 

first column is a unit vector; the second column 

has a "1" if an observation is a member of the 

first level and a "O" otherwise; the third column 

has a "1" where the observation belongs to the 

second level and a "O" otherwise. In contrast, the 

third level is indicated by the fact that its mem- 

bers belong to neither level one nor two, i.e., 
zeros in both columns two and three. Therefore, 

if we have three observations at each of the three 

levels, the result of recoding would be the follow- 
ing matrix: 

X0 X1 X2 

1 

1 1 

1 1 

1 1 

1 1 

1 1 

1 0 

1 0 

1 

Thus the number of predictor variables "increases" 
by one (and alas the number of Df decreases!); and 
the general linear regression model is 

Y = + 
1Z1 

+ ß2Z2 + e (1) 



even though we are still concerned with only one 
factor with three levels. Computation of the 
square of the multiple correlation coefficient 
leads to an F test as follows: 

F - R2 /P 

(1- R2) /n -P -1 

where P = number of predictors; 
n = number of observations. 

The obtained F value with its respective number of 
degrees of freedom has the same level of probabil- 
ity as that which we could have computed using the 
typical ANOVA F -test 

Bet . 
F - 

MSWith. 
In place of recoding through the use of dummy 

coding, we can use either "effect coding" or "or- 
thogonal coding." Besides doing the same thing as 
the first technique, these latter two recoding 
techniques provide a convenient approach to the 
multiple comparison of means. Effect coding dif- 
fers from dummy coding in that it uses " -l's" in- 

stead of "0's" to represent that group which was 
identified by the fact of non -membership in any 
other group. Thus, rather than just l's and 0's, 
the coding entails l's, O's and -l's. Using this 

coding approach post hoc multiple comparisons of 
means can be carried out by what in effect is a 
statistical test of the significance of the dif- 
ference between any two or more relevant regres- 
sion coefficient estimates, In terms of effect 
coding, the above matrix would take the form 

X0 X1 X2 

1 1 0 

1 1 

1 1 

1 1 

1 1 

1 0 1 

1 -1 -1 

1 -1 1 

1 -1 -1 

In contrast, orthogonal coding leads to the oppor- 
tunity to perform planned orthogonal comparisons 
among group means. To do this the column vectors 
must consist of terms such that each vector is 
orthogonal to all other vectors, with the exception 
of the initial unit vector which is omitted in many 
computer routines. Each column vector in turn ex- 
presses a separate orthogonal contrast. Again we 
can construct the matrix based on the above hypo- 
thetical ANOVA problem using orthogonal coding thus: 

X0 X1 X2 

1 

1 1 h 
1 1 h 
1 -1 h 
1 -1 h 
1 -1 h 
1 -1 

1 -1 

1 -1 

Column two gives a contrast between the means for 
group one and group two, while column three com- 
pares the average of group one and two with group 
three -- orthogonal to the first comparison. A test 
of significance applied to a particular regression 
weight (ß) indicates whether the comparison speci- 
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fied by the corresponding column vector is signifi- 

cant or not, i.e., if is significantly different 

from zero, the comparison of column vector X1 is 

also significant with respect to the difference be- 

tween group one and group two means. 

Factorial Design: 

For the case of multiple independent variables, 

each expressed in terms of the categorical level of 

measurement, the coding systems dealt with above can 

be shown to have direct applicability through gener- 

alizations of the principles used in the simple ANOVA 

situation. Suppose our analysis is of a 2 x 3 fac- 

torial design with two observations per cell. The 

resulting orthogonally coded matrix would take the 

form 

(X0) (X1) (X2) (X3) (X12) (X13) 

1 1 1 1 1 1 

1 1 1 1 1 1 

1 1 1 1 1 1 

1 1 1 1 1 1 

1 1 1 1 1 1 

1 1 1 1 1 1 

1 1 -1 1 -1 1 

1 1 -1 1 -1 1 

1 1 -1 1 -1 1 

1 -1 -1 1 1 -1 

1 -1 -1 1 1 -1 

1 -1 -1 1 1 -1 

1 -1 0 -2 0 2 

1 -1 0 -2 0 2 

1 -1 0 -2 0 2 

1 -1 0 -2 0 2 

1 -1 0 -2 0 2 

1 -1 0 -2 0 2 

The X0 column vector is again a vector of l's and 

refers simply to the overall mean level of our re- 

gression model. Vector X1 refers to factor A of 

two levels and uses a 1 to indicate membership in 

the first level and -1 for membership in the second 

level, contrasting these two levels. Columns X2 

and X3 of course refer to independent variable B 

which has three levels. Thus X2 provides a compari- 

son between levels one and two of variable B; 

whereas, levels one and two are compared with level 

three in column X3. Finally, X12 and X13 account 
for the possible interaction between the two inde- 

pendent variables for any given dependent variable. 

These last to vector are formed by simply taking 

the cross -products of the relevant main effects 

column, e.g., X12 consist of cross -products between 

the elements of vectors X1 and X2. The several F- 

ratios for main and interaction effects can be com= 

puted through the computation of R2 values based on 

subsets of the orthogonal column vectors. For ex- 

ample, if vectors X12 and X13 are separately ana- 

lyzed we get a R2 value indicating the amount of 

variance accounted for by the interaction of the 

two (or more!) factors. 
An added complication enters the picture if the 

cell sizes contain unequal numbers of observations. 
This stems from the fact that the main and interac- 

tion effects are no longer orthogonal to each other; 

and therefore, different results can be obtained 

depending on the order in which the total variance 

is partitioned into the variance of the separate 

components (Overall and Klett, 1973). Briefly, 

these are the three possible partitions. Simply 

consider the problem of calculating the variance 



due to the main effect of variable A in the hypo- 
thetical 2 x 3 factorial design mentioned above. 
a) R2 can be computed for the column vector(s) 
of main effect A, and the variance thus accounted 
for can be determined by the product 
Total Variance RX {Variance due to main effect Al 

1 

b) If R2 for main effect B is subtracted from R2 
for both main effects A and B, then the variance 
accounted for by main effect A is given by the 
product 
Total Variance '[R 

2 

x ,x -Rx , xi 
2 3 2 

x3 

{Variance due to main effect A} 
c) Yet a third approach might entail taking the 
difference between R2 computed for effects A, B 

and interaction and R2 computed for effects B and 
interaction; in this instance, the variance due to 

main effect A would be given by the product 
Total Variance v[R2 

xl'x2'x3'x12'x13 Rx2'x3'x12'x13] 
{Variance due to main effect Al 

In each of these three efforts to accounting for 
the variance due to main effect A different ans- 
wers are obtainable given the situation of unequal 
cell sizes. It is the second strategy, (b), that 
corresponds to the ANOVA technique as used in ex- 
perimentation (see Overall and Klett, 1972). 

Aside: Wolf and Cartwright have recently 
(1974) proposed a quite different approach to this 
problem of coding in MR/AV. Their approach re- 
quires that an experimenter solve for the coded 
matrix (x) using the matrix solution to the normal 
equations b = (x'x)-1)0y. Of course y is the Nxl 
vector of dependent variable observations. The 
Jxl (where J = the number of comparisons) b vector 
is obtained by the matrix formula b = c(V'V)-1V'y 
where V is an NxK (K the number of categories) 
matrix of dummy coded l's and 0's, indicating mem- 
bership (1) and non -membership (0) in the several 
categories; and C is a JxK matrix of weights for 
the comparison of category means. An example of 
C provided by Wolf and Cartwright is 

1 -1 0 0 
C = -4 -4 1 

-4 -4 
which applies in one -dimensional ANOVA when the 
cell sizes are equal. Thus computing the vector b 
allows for the generation of a coded matrix (x) to 
be used in the multiple regression analysis of 
ANOVA (by solving for x in b = (x'x) x'y)). The 
end product is a coded matrix which in appearance 
is considerably different from the matrices obtain- 
able using either of the three coding techniques 
that we have considered up to this point. Like- 
wise, Wolf and Cartwright state that the computed 
b, error and F values all differ from those gotten 
using a coding system consisting of l's, 0's and 
-l's However, they do reveal that the inferences 
made using these two differing approaches do not, 
themselves, differ. The statistical conclusions 
remained the same. 

SECTION II 

TESTING FOR LACK OF FIT 

If we make the very important shift in refer- 
ence away from simply testing the relationship be- 
tween the independent and dependent variables vis- 

a -vis a specific test statistic to testing the 
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adequacy of the test statistic model with respect 
to the data at hand, we will at least become aware 
of the presen -e of diverse models; and at most we 
will find independent /dependent variable relation- 
ships which would have otherwise been overlooked 
given the limitations of any one specific model. 
This point is singularly fundamental throughout 
this and the next section: whenever we test for a 
relationship within a set of observations, we do 
so in the context of a very specific model imposed 
on the data; and thus, must consider the possibil- 
ity that an alternative model might prove more re- 
vealing (without simply capitalizing on chance 
characteristics of the data). 

Draper and Smith (1966) published a technique 
to test for the lack of fit of a regression model. 
The key component is the computation of a "pure 
error mean squares" term (Si) used to evaluate a 
lack of fit mean squares term (MSL). To compute 
this pure error value the data must contain repeat 
observations on the dependent variable (Y) at sev- 
eral levels of the independent variable (X). Thus, 

pure error refers to the variability of Y within 
levels of X: 

k n; 

Pure Error (SS) (Y.. - ÿ) 
e 

j 
=1 i =1 

Lack of Fit (SSL) Residual (SS) - 

This test for lack of fit follows the F distribu- 
tion with 

F 

SSL /DfL 
S2 Lack of Fit (MS) 

SSe /Dfe Pure Error (MS 

e 

A significantly large F value indicates that 
the residual error term consists of more than sim- 
ple error variability, i.e., the model being con- 
sidered fails to account for some non -error variance. 

Other questions might be raised at this point; 
however, the crucial one here is: What happens if 
the independent variables (X) are categorical rather 
than continuous? After all, this is more typically 
the case in social science data analysis using ANOVA. 
If we attempt to apply the above technique to MR /AV 
given categorical independent variables, the find- 
ing is that this approach invariably gives us a 
value for exactly the same as the residual MS 
value. And thus we have no basis for ever finding 
a model inadequate. It is for this case that we 
would like to suggest an alternative approach. 

Perhaps the pure error term (Si) should be 
computed by splitting the data in half for each 
level of theindependent variable, computing a mean 
for each half cell of data and looking at the varia- 
bility of half cell means within the several inde- 
pendent variable levels. 

n. 
Pure Error (SS)' {Z -ÿi)2 2 } 
where is half cell mean; 

is a mean for the entire cell. 
This presumably would be comparable to a treatment 
(SS) value under the condition of no systematic re- 
lationships in a set of data. Thus, the F distribu- 
tion would take the form 

Pure Error) (MS)' n2 (Y-Y)2 /Dfe 

F Residual (MS)' Residual (SS)' /Dfres 

and a significantly small F value would indicate 
that the residual term is inflated for the given 



regression model. Of course this requires reason- 
ably large sample sizes. 

SECTION III 

ALTERNATIVE REGRESSION ANALYSIS MODELS 

A test for lack of fit is here intended to 
imply both an entire system of candidate models 
and a willingness to explore the possible useful- 
ness of any one of these models. Again the con- 
text to be assumed is that of continuous dependent 
variables and categorical independent variables. 
Two major types of alternative models are to be 

dealt with. The maneuver distinguishing the first 
type will be the gamut of variable transformations 
which may be applied to the dependent variable, 
whereas the strategy of the second class of alter- 
native models revolves around the generation of 
"new" independent variables through taking the 
cross -products of the original independent varia- 
bles producing what will be called "interaction 
variables." Of course there exists no compelling 
reason why both of the above manipulations cannot 
be applied simultaneously. 

There is quite a good deal of literature de- 
voted to the subject of data variable transforma- 
tions (Bartlett, 1947; Box, 1962; Tukey, 1957). 
One rationale for data transformations is that the 

transformations make for a more precise analysis by 
bringing real data into greater conformity with the 
assumptions of the analysis, e.g., homogeneity of 
variance, normality, additivity, etc. However, 
clear and convincing indicators as to where, for 
example, a square root or a reciprocal, a log or an 
arcsin transformation might most profitably be ap- 

plied does not seem evident from the literature. 
The user must resort largely to trial and error, 
and testing for lack of fit. Some general guide- 
lines have been put forward (Myers, 1972). Given 
a situation where the variance is proportional to 
the means (i.e., a2 = K) the square root func- 
tion should be tried to achieve variance constancy. 
Application of a log function to observed data 
might be attempted in the case where the standard 
deviation is directly proportional to the mean 
(i.e., (a /u)2 K) and the distribution is consid- 
erably skewed. Use of the arcsin function has re- 
sulted in reports of success in the case where the 
data observations are proportions (or percentages) 
with a2 = 

General Regression Model 

Y +ß1Z1+ . . . +e= 

n 
= +e 
i =0 

where Zi = f(X1,X1, . . 

Regression Model with Dependent 
Variable Transformation 

ZnY e 

i=0 

(1) 

(5) 
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This should be enough to make it clear that the 
possibilities with respect to use of dependent 
variable transofrmations are virtually limitless. 

Compared to data transformations on contin- 
uous variables, there appears to be little published 
material concerned with the generation of new inde- 
pendent variables from a set of data where the in- 
dependent variables are measured at the categorical 
level (Cohen, 1968). In general, this second group 
of alternative models can be characterized by the 
fact that they are the result of forming new inde- 
pendent variables by taking the cross -products of 
the basid set of independent variables in some 
cases referred to as moderate variables. Thus, 

for example, 

General Regression Model Y = + e (1) 

where Zi = f(X0'X1' 
. . m) and X0 through X make up the original data base. 

Typically we woulid simply have the equality Zi =Xi; 
however, in the case of cross -products we might 
have 

Interaction (Variable) 
Z Between and X. 

= Xi X 6 

Given as few as, say, three original data variables 
there are, as can be quite easily shown, several 

interaction variables which can be computed (which 
is not to say that they should be!). Whether these 
interaction variables account for any variance of 
consequence can be tested by the usual multiple R2 
ratio following the F distribution: 

(R2.12 - 
R )/ 

1)f 
F - 

y.12 
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WHITE RESIDENTIAL MOBILITY IN A RACIALLY CHANGING AREA 
Lloyd A. Turner, University of Pennsylvania 

Past research on neighborhood racial 
transition and residential mobility has 
generated few propositions about the im- 
pact of naturally -occurring change pro- 
cesses or proposed policy changes on the 
social composition of urban neighborhoods. 
A major difficulty in the development of 
policy- oriented models of neighborhood 
occupancy change is the assessment of the 
various situational factors that influ- 
ence household mobility behavior. One of 
the major obstacles to systematic study 
of the relationships between the so- 
called "neighborhood" effects and res- 
idential mobility has been the absence of 
data sources that permit inferences 
about micro -level, short -run behavior.1 

The development of disaggregated, 
longitudinal data files opens up several 
new possibilities for research on intra- 
metropolitan migration, including the 
investigation of these "neighborhood" 
factors. The principal objective of this 
paper is to indicate how data from such 
files can be utilized in developing for- 
mal models of residential mobility. More 
specifically, we examine several models 
of white outmigration from selected 
intraurban areas using detailed charac- 
teristics of individual households and 
characteristics of blocks in which these 
households live. 

1. Procedure 
The research strategy employed in this 

study involves fitting a variety of mod- 
els of white outmigration for two census 
tracts, one of which is currently under- 
going white -to -black transition, the 
other remaining racially stable and pre- 
dominantly white.2 The justification for 
identifying two areas with similar pop- 
ulation and housing stock characteristics 
is that this procedure facilitates not 
only the recognition of intertract dif- 
ferences in mobility rates but also the 
extent to which such differences are as- 
sociated with block -level environmental 
factors. 

The data base required for making such 
comparisons, then, must meet two speci- 
fications: first, it must contain de- 
tailed socioeconomic characteristics of 
individual households in suitable test - 
control areas; and second, it must in- 
clude information about the mobility 
behavior of these separate households. 
(The decennial census clearly fails to 
satisfy these criteria, as it permits 
inferences only about net migration by 
various types of house Tds within a par- 
ticular area.) At present one of the 
strongest data sets that meets these two 
criteria is the Wichita - Sedgwick County 
(Kansas) Annual Enumeration of Households, 
a complete census of the Wichita metro- 
politan area that has been conducted for 
each of the past four years. 
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According to U.S. Census data five cen- 
sus tracts in Wichita had a marked in- 
crease in black households between 1960 
and 1970. Of these five tracts, tract 18 
best met the criteria of (1) recency and 
extent of black inmigration, (2) having 
a sufficiently large number of long -term 
white residents, and (3) being suitably 
matched to some all -white tract. Table 
1 lists the indicators that were used in 
the matching process. 
The all -white tract that matched tract 

18 on the largest number of indicators 
was tract 28. Tract 18 lies about half a 
mile east of center city, whereas tract 
28 the same distance west of 
the center and across the Arkansas River. 
Table i indicates that the tracts are 
very similar with respect to household 
size, population composition and density, 
education levels, occupational and employ- 
ment characteristics, and average rent. 
Both tracts had a large net outmigration 
of whites between 1960 and 1970, but only 
tract 18 had a sizeable increase in blacks. 
Aside from racial composition these 
tracts differ noticeably in four respects: 
median income ($4411 for tract 18, $5431 
for tract 28); average value of single - 
family, owner -occupied units ($8300 for 
18 as compared with $10,300 for tract 
28); percent of year -round vacancies 
(19.2% versus 6.3 %); and percent at same 
residence in 1965 (39.4% compared with 
50.6%). The high vacancy portion of 
tract 18 is concentrated in the southwest 
corner of the tract and may be attribut- 
able to the "natural" growth of the cen- 
ter -city commercial district. The vari- 
able "percent at same residence in 1965" 
is highly correlated with the propensity 
to move for white households and hence 
was not used as a matching characteristic; 
it is listed in Table 1 merely for refer- 
ence. 
A convenient method for estimating mo- 

bility rates involves the use of the 
logit model, which specifies (for the 
case in which the dependent variable is 
the propensity to move) that the natural 
logarithm of the expected odds that a 
household moves during a given time per- 
iod is a linear function of some set of 
independent (or predictor) variables.3 
Bishop (1969) has demonstrated that Dyke 
and Patterson's (1952) somewhat cumber- 
some method of logit estimation is ana- 
lytically equivalent to an appropriately - 
chosen log- linear model, which can be 
estimated by several procedures.4 

The method of iterative proportional 
fitting [see Goodman (op. cit.) and Fien- 
berg (op. cit.)] is used in this paper to 
estimate the parameters of the logit model 
because of the flexibility of this ap- 
proach and its efficiency in model spec- 
ification and hypothesis testing. The 
data input for iterative proportional 



fitting is an observed contingency table, 
and the output is a fitted table that is 

obtained by setting certain marginals in 
the fitted table equal to the correspond- 
ing marginals in the observed table. The 
likelihood -ratio chi - square statistic and 
degrees of freedom are computed for the 
models, and the significance of any k-way 
interaction is determined by comparing 
whether the difference in value of the 
likelihood -ratio statistic between this 
model and the same model with only (k -1)- 
way interactions compensates for the dif- 
ference in degrees of freedom, where the 
critical points are based on the usual 
chi - square test. The significance level 
(or "p- value ") of a chi - square test sta- 
tistic is the probability that that sta- 
tistic will exceed the observed value un- 
der the assumption that a random sample 
is taken from a population satisfying the 
hypothesized model. [See Fienberg (op. 
cit.) for a discussion of these test sta- 
tistics.] 

2. Findings 
The first set of models that were test- 

ed examined the role of several block -lev- 
el characteristics in the outmigration of 
white households from tract 18, the ra- 
cially changing tract. It was hypothe- 
sized that such neighborhood factors as 

racial composition, vacancy rate, extent 
of substandard housing, and average rent 
would be related to white mobility rates. 
Three household characteristics - -stage in 
life cycle, duration of residence, and 
tenure - -were used as control variables in 
these models. Although there are undoubt- 
edly many possible ways of defining life 
cycle variables, the approach taken by 
Goldstein (1973) is particularly well 
suited to research in residential mobility 
in that it is based on characteristics 
that in some sense relate to housing 
needs. Goldstein argues that life cycle 
variables should consisit of not only age 
of head of household but also marital sta- 
tus, size of household, and possibly oth- 
er factors. His paper used data from the 
1965 Bay Area Transportation Study Commis- 
sion to estimate the effects of four var- 
iables on subsequent mobility - -life cy- 
cle, education, years at current job, and 
previous tenure. His table 2.2 listing 
coefficients for each of the dummy var- 
iables is reproduced below for reference. 
The fifteen estimated regression coeffi- 
cients in this table compare the propen- 
sity to move for difference types of 
households with the mobility of the ref- 
erence group,which is single persons un- 
der thirty years of age. A negative co- 
efficient for a particular cell means that 
households in that cell are less likely 
to move than are households in the refer- 
ence group. The coefficients in this ta- 
ble fall conveniently into three groups 
(0.03 to -0.15, -0.16 to -0.25 and -0.26 
to -0.40) and form the basis for our tri- 
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chotomous life cycle variable. The lev- 
els of this variable are listed in Table 
3, in which the row variable is "persons 
in household" rather than "marital sta- 
tus", which is not recorded in the 1971 
Wichita enumeration. 
The other two control variables, dura- 

tion of residence and tenure, are less 
ambiguous than life cycle. A three -lev- 
el variable was created for the former 
variable, with short duration being de- 
fined as two years or less and long dur- 
ation as ten or more years at the same 
address. Tenure was dichotomized as own 
and rent. All the household characteris- 
tics are based on the 1971 enumeration ex- 
cept for mobility, which is based on the 
time period between the 1971 and 1972 
censuses. 
The four neighborhood characteristics 

that were investigated are described in 
Table 4. The break- points in this class- 
ification scheme were assigned so as to 
include approximately the same number of 
blocks in each category. For each of the 
four neighborhood characteristics a set 
of five -way contingency tables was made. 
Each of these tables was then analyzed by 
a stepwise logit procedure, which is sim- 
ilar to stepwise regression methods. 

The results of this series of compu- 
tations are given in Table 5. Eleven 
models are fitted for each of the four 
five -way tables. The numbers group to- 
gether under the column "Fitted Margin - 
als" specify which marginals in the fit- 
ted table are set equal to the corre- 
sponding marginals in the observed ta- 
ble. Variable five, move /stay, is 

treated as the "dependent" variable, and 
consequently each fitted logit model 
must agree with the observed table in 
the four -way marginal that includes all 
the independent variables [Bishop (1969)]. 
For example, model (1) in Table 5 spec- 
ifies the logit model in which each of 
the four independent variables has a 

main effect on variable five, while 
model (6) indicates the logit model with 
a main effect for each independent var- 
iable and also an interaction effect for 
variables one and two on variable five. 
In the first contingency table (which is 
represented in the (a) columns of Table 
5) the significance test for the main 
effect of the variable MPBL on the logit 
of a move is (70.75- 53.17), or 17.58, 
with (30 -29), or 1, degree of freedom, 
which is significant at the 1% level. We 
therefore conclude that MPBL is asso- 
ciated with the propensity to move for 
white households in tract 18. From the 
(b) , (c) , and (d) columns it can be seen 
that the main effects of MSUB and RENT 
are significant at the 1% and 10% levels, 
respectively, whereas the main effect of 
VAC is not significant even at the 10% 
level. The moderately low p- values 
found in most of the models suggests, 
however, that one or more key variables 



may have been omitted. From the (a) col- 
umns it is clear that although the effect 
of the race variable MPBL on mobility is 
highly significant, none of the eleven 
models provides an adequate fit to the 
data under the 10% significance level 
criterion. In the (c) columns it is 
seen that the extent of substandard hous- 
ing (MSUB) is strongly related to the 
propensity to move. The (d) columns in- 
dicate a possible relationship between 
average rent level (RENT) and mobility. 
The only interaction effect that is sig- 
nificant in all of the columns is the one 
between life cycle and tenure, which 
suggests that certain types of house- 
holds (young renters, perhaps) are more 
sensitive to neighborhood factors than 
are other types. 

The second set of models investigated 
in this study uses only household char- 
acteristics to explain subsequent mo- 
bility. The variables that are used in 
these models are sex of head of house- 
hold, stage in life cycle, household in- 
come, duration of residence, tenure, 
census tract, and mobility behavior (i.e., 
move or stay). These models were orig- 
inally fitted for tracts 18 and 28 sep- 
arately and then were combined into one 
larger table. 

The separate analyses for each tract, 
which are not presented here due to 
space limitations, yielded seven prin- 
cipal findings. First, an examination 
of the relationship between sex of head 
of household and the propensity to move 
failed to discover any differences be- 
tween male- and female- headed households 
in either tract. Second, household 
characteristics explain a larger fraction 
of the variation in mobility rates for 
tract 28 than for tract 18. Third, ten- 
ure and life cycle have significant main 
effects in both tracts. Fourth, a com- 
parison of several alternative life 
cycle indices indicates that the good- 
ness of fit of the models is highly sen- 
sitive to the particular index chosen. 
Fifth, income appears to be related to 
mobility in tract 18, and the effect of 
this variable in tract 18 is somewhat 
less than the effects of tenure and life 
cycle. Sixth, although duration of res- 
idence is strongly related to mobility 
in tract 18, it is not clear whether or 
not there is any association between 
these two variables in tract 28. Finally, 
the most consistent interaction effect 
(on mobility rates) is between life 
cycle and tenure variables. 

In the combined six -way table (in which 
tract is treated as a dichotomous pre- 
dictor variable) all five independent 
variables (life cycle, income, duration, 
tenure, and tract) are significant at the 
1% level except income, which is signif- 
icant at 5 %. The strongest main effect 
is from tenure, followed by tract, life 
cycle, duration of residence, and income. 
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3. Estimation of effects 
In this section we estimate values for 

the main and interaction effects of the 
two best models in the six -way table that 
was described in the previous section. 
Letting Xlijklm (X2ijklm) be the observed 
number of movers (stayers) in categories 
i,j,k,l, and m of the five independent 
variables, we define the logit for a move 
(in the subsequent year) by households 
having this set of characteristics as 

Lijklm = log (X1ijklm /X2ijklm) 
and write 

Lijklm = + 
+ y + ek +E1 + Mm 

where we adopt Theil's (1970) parame- 
terization: 

ßl =ól =El 0 

= differential effect of ith life 
cycle class 

= differential effect of jth income 
class 

= differential effect of kth duration - 
of- residence class 

E1 = differential effect of lth tenure 
class 

Mm differential effect of mth census 
tract 

The best logit model in the six -way 
table includes the main effects of the 
five independent variables plus an inter- 
action between life cycle and tenure. 
Table 7 gives parameter estimates for this 
model, whereas Table 6 gives estimates for 
the logit model with only the five main 
effects. [In obtaining these estimates 
.5 has been added to each cell of the ta- 
ble to minimize the bias; cf. Gart and 
Zweifel (1967).] 

Several interesting comparisons can be 
drawn from Table 6. First, the effects 
seem quite reasonable. In comparison 
with the reference group (young, low - 
income, short -duration owners in tract 
18), the probability of a move during the 
subsequent year is greater for renters 
and high- income households and lower for 
older, longer- duration, and middle- income 
households. Furthermore, households in 
tract 28 are less likely to move than are 
those in tract 18, even after controlling 
for the effects of life cycle, income, 
duration of residence, and tenure. The 
curvilinear relationship between mobility 
and income may be the result of two op- 
posing effects: household instability is 
associated with low income and high mo- 
bility, whereas the direct income effect 
on mobility is positive for households 
living in low- to moderate -priced dwell- 
ings. The intertract difference in pro- 
pensity to move is attributable to both 
environmental ( "neighborhood ") factors 
and to recent commercial development in 
tract 18. 

The interaction model (Table 7) yields 
two additional findings. First, the low 
mobility attributed to the second life 
cycle class (thirty to fifty -nine year- 



old heads of household who do not live 
alone) in Table 6 is characteristic of 
owners only, as renters in this life cycle 
category are more highly mobile than are 
reference group households. Second, the 
lack of significance of (132 implies that 
households in the third life cycle cate- 
gory who rent have approximately the same 
propensity to move as do households in 
the reference group. 

4. Conclusions 
Five conclusions summarize the results 

of this study. First, at adequate model 
(in the sense of high significance level) 
of residential mobility can be construct- 
ed using life cycle, income, duration of 
residence, and tenure variables. Second, 
the larger unexplained variation in mo- 
bility rates in the racially changing 
tract suggests that neighborhood factors 
influence mobility decisions to a greater 
degree in that area than in the comparison 
area. Third, block -level housing stock 
and social characteristics seem to have 
some explanatory power. Three of the 
four block characteristics investigated- - 
racial composition, extent of substandard 
housing, and average contract rent - -were 
significantly related to subsequent mo- 
bility. Future study will investigate 
these factors and other environmental 
variables constructed at the street-front 
rather than block level. Fourth, the 
findings suggest that there are no sig- 
nificant differences in propensity to 
move between female- and male- headed 
households for whites. It would be de- 
sirable to examine the sex -mobility re- 
lationship for both whites and nonwhites 
in other areas. Finally, although sex 
seems to have no direct effect on mobil- 
ity, attention should be given to the 
construction of life cycle variables that 
include age of head, size of household, 
and sex of head of household. The alter- 
native life cycle variables considered in 
this study give rise to models that dif- 
fer considerably in explanatory power. 
Subsequent research in this project 

will extend the areal scope of the study 
in an attempt to overcome some of the 
major biases introduced by examining in- 
dividual census tracts. On the basis of 
a social area analysis we hope to define 
two neighborhoods that will both increase 
the sample size and provide more meaning- 
ful units of analysis. 

Footnotes 
*This paper was prepared with the support 
of the Wichita -Sedgwick County Metropol- 
itan Area Planning Department; the Na- 
tional Institute of Mental Health, PHS 
Research Grant No. 1 RO1 MH25096 -01 from 
the Center for Studies of Metropolitan 
Problems; and the Fels Center of Govern- 
ment, University of Pennsylvania. The 
author wishes to thank Professors Stephen 
Gale and Ralph Ginsberg for their crit- 
ical readings of an earlier version of 
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the manuscript. 
1Two studies,of "neighborhood" effects 
that would have been significantly im- 
proved with a more extensive data base 
are, for example, Rapkin and Grigsby 
1960) and Molotch (1969). 
The mobility behavior of nonwhite house- 

holds is not investigated in this study 
because of sample size limitations. 
3For recent discussions of logit models 
see Goodman (1971 and 1972), Fienberg (no 
date), Theil (1971), and Speare (1971). 
4See, for example, Goodman (1971 and 1972), 
Ku and Kullback (1968), and Grizzle, 
Starmer, and Koch (1969). 
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Table 1: Comparison of Tracts 18 and 28 

Characteristic Tract 18 Tract 28 
Percent nonwhite: 1960 10.9 0.02 

1970 20.1* 0.4* 
Racial composition (black- white -other): 1960 578 -4663 -58 1- 4624 -16 

1970 718- 2807 -42* 17- 4099 -36* 

Percent one -person households 25-40+ 25-40+ 
Percent female- headed households 18.3* 14.3* 
Average persons per household 2.38* 2.63* 
Median income $5431* 
Median years school completed 11.3* 12.2* 
Percent of dwellings overcrowded 5.9* 
Percent civilian labor force unemployed 7.9* 8.7* 
Percent single- family dwellings 50 -74.9+ 50 -74.9+ 
Percent 2-4 family dwellings 30 or above+ 15 -29.9+ 
Percent 1- family, owner- occupied dwellings 70 -84.9+ 50 -69.9+ 
Median value, 1- family owner- occupied dwellings $8300* $10,300* 
Median rent $71* $74* 
Percent dwellings vacant year -round 19.2* 6.3* 
Percent dwellings substandard 17 -39.9+ 5 -16.9+ 
Percent at same residence in 1965 39.4* 50.6* 
Percent residing outside in 1965 19.5* 16.1* 
Percent professional and kindred 12.9* 13.8* 
Percent clerical and kindred 18.2* 18.8* 
Percent nonfarm laborers 4.7* 2.3* 
Percent families below poverty level 15.4* 10.5* 

Sources: Census of Population and Housing, Census Tract Reports, 1970. 
+Wichita Profile 1970, Metropolitan Area Planning Department, Wichita, 1971. 

Table 2.2: The Decision to Move* 
Age of Head 

Marital Less than 30 30 -44.9 45 -59.9 60 and over 

Status 
-0.2978 -0.3785 -0.2942 Single Reference group 

(- 4.4472) (- 5.0034) (-3.0912) 

Married, no 0.0300 -0.2070 -0.2223 -0.2912 

children (0.5676) (- 3.6855) (- 4.4359) (- 5.5666) 

Married, with -0.0541 -0.1809 -0.2492 -0.3000 

children (- 1.1414) (- 4.0595) (- 5.1970) (- 3.6559) 

Other -0.0310 -0.2043 -0.3992 -0.3831 

(- 0.4123) (- 3.5868) (- 7.2051) (- 6.6604) 

Note: t- values are in parentheses. N = 2246, R2 = 0.3424, F = 64.4292, Se 0.3757 

*Adapted from Goldstein (1973). 

Table 3: Definition of Life Cycle Variable 

Persons in household 

Age of Head of Household 
Under 30 yrs. 30 45 -59 yrs. 60 and over 

1 1 3 3 3 

2 1 2 2 3 

3 or more 1 2 2 3 
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Table 4: Definition of Neighborhood Characteristics* 

Variable name Description 

(a) MPBL The maximum percent of the pop- 
ulation that is black in a five - 
block area including the block 
on which the dwelling is located 
and the four adjacent blocks 

The percent of year -round 
dwellings on the block that 
are vacant 

The maximum percent of substandard 
units on a five -block area in- 
cluding the block on which the 

dwelling is located and the 
adjacent blocks 

Level 1 Level 2 Level 3 

-9% 10 -100% 

-9% 10 -100% 

o -4% 5-100% 

(d) RENT The average contract rent for $0 -69 $70 -79 $80 and above 

the block 
*Source: U. S. Census of Population and Housing, Census Tract Reports, 1970. 

Table 5: Life Cycle by Block Characteristics by Duration by Tenure by Move /Stay (Tract 18) 

Model Fitted 

(1) 

(2) 

(3) 

(4) 

(5) 

(6) 

(7) 

(8) 

(9) 

(lo) 

(11) 

1234 
1234 
1234 
1234 
1234 
1234 

1234 

1234 

1234 

1234 
1234 

15 

15 

15 

15 

25 
35 
25 
25 

15 

15 

15 

25 
25 
25 

35 
35 
45 

45 

35 
45 
35 
25 

Key: L.R. 

Degrees of (a) MPBL (b) VAC (c) (d) RENT 
Marginals :(d) L.R.1(2 p -value L.R.% 2 p -valu L.R.X(2 p -value L.R.7(2 p -value 

35 45 29 46 53.17 .004 36.48 .160 35.98 .174 56.26 .143 

35 30 47 68.74# 54.96# .004 50.22# .012 74.40# .007 
45 31 48 92.82# .000 76.57# .000 75.59# .000 98.22# .000 
45 30 48 70.75# 37.60 .161 46.98# .025 61.83* .087 

45 31 48 71.68# .000 57.14# .003 57.83# .003 75.77# .007 
125 27 42 40.79# .043 30.52* .291 34.35 .156 49.91 .188 

135 25 42 46.99 .005 29.62 .239 29.77 .233 50.12 .183 
145 27 44 46.59+ .011 30.46+ .294 29.48+ .338 50.93* .220 

235 27 42 42.54# .029 28.87+ .367 33.89 .169 54.13 .100 
245 28 44 45.59# .019 36.46 .131 35.78 .148 53.95 .i45 
345 27 49.60 .005 33.52 .181 32.86 .202 52.82 .170 

difference significant at ( *) 10% level, ( +) at 5% level, or ( #) at 1% level. 

Table 6: Estimated Effects in the Logit Model Having Main Effects Only 

+El + 14m) 

parameter interpretation est. effect std. error parameter interpretation est. effect std. error 

constant 
life cycle 2 
life cycle 3 
mad. income 
high income 

-0.070 
-0.658 
-1.058 
-0.308 
0.368 

0.382 
0.255 
0.269 
0.236 
0.262 

a med. duration -0.594 
long duration -1.032 
renter 1.168 
tract 28 -0.600 

Table 7: Estimated Effects in Logit Model with Life Cycle - Tenure Interaction 

(Lijklm +7j Jim) 

parameter interpretation est. effect std. error 

o. constant -0.066 o.384 
l.c. 2, owner -1.012 0.367 
1.c. 3, owner -0.730 0.381 
1.c. 1, renter 1.160 0.341 
1.c. 2, renter 0.712 0.389 

3, renter -0.054 0.422 
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0.243 
0.259 
0.181 
0.181 

parameter interpretation est. effect std. error 

med. income -0.282 0.238 

high income 0.432 0.263 

med. duration -0.610 0.243 

long duration -1.096 0.261 
tract 28 -0.620 0.181 



A SIMPLE METHOD FOR EVALUATING THE SPATIAL ACCESSIBILITY OF PUBLIC SERVICES 

Andrew N. White, University of Pennsylvania 

Robbieburr Berger, University of Pennsylvania 

1. Introduction 

In an urban society, public services and 

public facilities play an increasingly influ- 
ential role in shaping the quality of urban 
life. For the planner, the location, size, and 

composition of public facilities present some of 

the most serious questions regarding service 
quality and service user welfare: What kinds 
of services should be provided at a facility? 
At what scale should the facility be con- 
structed? What kinds of factors should be con- 
sidered in determining facility location (e.g., 
cost, neighborhood opposition, time frame, 
economies of scale and agglomeration)? From a 
more pragmatic point of view, it is also crucial 
to deal with the effectiveness of existing 
facilities- -i.e., to reevaluate the existing 
public facility locations relative to changing 
patterns of accessibility. 

Where a public service is intended to be 
directly available to consumers or users, it 

has been argued that the problem of accessibil- 
plays a dominant role in the decision of 

where to locate the facility and its subsequent 
utilization (Harris, 1966; Hansen, 1959). This 
concern with accessibility has, in turn, given 
rise to a class of models using distance mini- 
mization as a basis of a decision criterion for 
determining the optimal location of a set of 
facilities to serve an urban region. These 
models share a common mathematical programming 
formulation which serves both to locate facili- 
ties and to allocate consumers to them (thereby 
determining the boundaries of the service areas 
for each facility), given a concomitant minimi- 
zation of the cost of assigning consumers to 
given facilities. 

Though these models have shortcomings, they 
can prove useful for evaluating the accessibil- 
ity of existing public services when information 
is available on user needs and characteristics, 
as well as on general population characteristics. 
The present paper attempts to show how the use 
of these models can help planners develop strat- 
egies for changing or improving public services 
when they are combined with localized, small - 
area, continuously provided information. Note 
that the point we wish to stress does not con- 
cern the development of new methodologies for 
analyzing public facility locations, but rather 
that the use of more detailed information within 
existing methodologies increases their effective- 
ness as inputs to decision -making procedures. 

2. Public Facility Location Models 

Scott (1971) has characterized the facility 
location -allocation problem as follows: given 
n points distributed in a plane and centroids 
to be -located in the plane, find locations for 
the centroids and an allocation of each point to 
a centroid in order to optimize an objective 
function (e.g., minimize cost or maximize net 
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benefits). Several authors have addressed them- 
selves to this problem and have developed a num- 
ber of algorithms, with variations accounting 
for facility capacity, maximum distance con- 
straints, and pre- specification of the number of 
centroids to be located (e.g., Hakimi, 1964; 
Hakimi, 1965; Cooper, 1967; Scott, 1971; Toregas, 
Swain, ReVelle, and Bergman, 1971). 

When we turn to realistic problems of eval- 
uating the existing pattern of locations of pub- 
lic facilities, however, we note several draw- 
backs to the mathematical programming methods. 
First, consideration of census tracts as user 
nodes (or even a small proportion of those tracts 
as possible centroid locations) escalates the 
dimensions of the problem into a major and costly 
undertaking. Furthermore, the programming ap- 
proach usually involves a methodological frame- 
work based upon classical, static optimization 
theory. For problems concerning public facility 
location, it is not at all clear that an "optimal 
location," in this sense, is the most or only 
important objective. The distribution of demand 
for such facilities will almost certainly vary 
over time (though not necessarily in a predicta- 
ble manner). And the introduction of stochastic 
optimization functions and estimates of future 
distribution only serves to complicate an already 
complex problem. 

The principal problem associated with the 
use of the usual mathematical programming methods 
for the location of public facilities may be 
traced to its generalized framework in which the 
location and service area of all facilities are 
solved simultaneously. While such methods might 
be warranted in a new urban area designed for a 
proscribed population, it is not suited to more 
heterogeneous urban contexts in which private 
and public planning coexist and many of the facil- 
ities are already fixed. In such cases, the con- 
sideration of the location of public facilities 
must account for a temporal sequence of decisions 
constrained by predetermined, bounded catchment 
areas which are relatively independent of each 
other. 

We therefore conclude that (i) optimal facil- 
ity location cannot be treated as an end in it- 
self, (ii) the usual kinds of approaches may not 
be worth the effort expended, and (iii) indivi- 
dual facility locations may be treated independ- 
ently in present urban contexts. The reality 
public facility location, then, is a dynamic, 
incremental process. 

Now, given all these disclaimers and provis- 
os, what sort of procedure can be employed to 
determine public facility locations? After all, 
some method needs to be (and will be) employed, 
if only to provide a benchmark index against 
which to evaluate and compare the effects of 
existing patterns of facilities. In this context, 
optimization procedures have, in fact, proved 
to be quite useful - -- particularly where user in- 



formation is available over closely spaced tem- 
poral intervals and a trend of "optimal loca- 

tions" for a given facility may be obtained. 
It is in this context that optimization methods 
will be employed in this study: given the year- 
ly data on community health facility utiliza- 
tion collected in Wichita, Kansas, (Sedgwick 
County Department of Mental Health, 1974), "op- 

timal locations will be employed as a basis for 
calculating the locational deviation of the ac- 
tual facility locations from an optimal facility 
location; the trend itself is then used to pro- 
vide information on the rate of change in user 
accessibility. Our contention is that, used in 

this way, optimization methods can offer a basis 
for comparing alternative planning strategies 
vis vis public facility location. 

3. A Simple Facility Location Technique 

Planners wishing to keep records of and 
derive trends from the optimal location of a 
given public facility relative to its actual 

location first need to identify the criteria 
by which "optimality" is judged. Since public 
services are ideally planned and located with 
the "public good" in mind, we propose here to 
employ a singular, consumer- oriented criterion 
for facility location; note that a more realis- 
tic treatment would also include considerations 
of professional and staff convenience (access- 
ibility), scale and agglomeration economies, and 
other location factors (e.g., competing land 
uses). 

The consumer or user orientation is based 
explicitly on the distance between the users of 
the service and the service facilities. Two 

criteria may be employed: the minimization of 
the aggregate distance traversed (i.e., the 

median point in a network of nodes and arcs) or 

the average distance between users and the fa- 

cility (i.e., the mean point or center of gravi- 
ty of a network).1 For an urban region, areas 

(such as census tracts) are thus reduced to 
nodes and their position plotted in relation to 
an arbitrary orthogonal coordinate system. Dis- 

tances of nodes from each other and from the 
coordinates' zero -value are then required for 

calculation of the median and mean points, re- 
spectively, which can be based on one of two 
metrics: (a) a euclidean distance metric 
(which assumes that users travel directly and 
in a straight line between two nodes), or (b) a 

metropolitan metric which incorporates the kind 
of resistance introduced by an orthogonal 
street network. Each node is then weighted by 
the number of users originating there and the 
median and mean distances are calculated as 
follows:2 h h 

Median Min / E w) for each 
Distance J j 

i 1,...,n where wj = the 

weighting of the user node j, 

and = the distance between 

two user nodes i and j 
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= ( wj) for each i 1 ..... n 

where dj = the distance of user node j 

from the zero -value of the reference 

coordinate system 

Now, in order to depict the trend in opti- 
mal location and in the deviation of optimal 
from actual location, the mean or median point 
must be calculated at regular intervals over a 
period of time. As noted above, the information 
requirements include the availability of data 
on number of service users by origin node and 
destination point (public facility location) over 
several years. Furthermore, due to the relative 
ease with which the deviation of the median lo- 
cation from the actual location of a given pub- 
lic facility can be interpreted as the differ- 
ence in aggregate user distance travelled and the 
immediate implications for user accessibility 
understood, the median point location method was 
selected as the more appropriate measure. 
extension of this general method is also em- 
ployed: weighting of user nodes. In effect, the 

number of users originating at a given node (cen- 
sus tract) can be considered as a form of weight 
and, by further differentiating the population 
by other properties, additional kinds of weights 
may also be obtained. Our argument for applying 
these alternative weighting functions is as fol- 
lows: in public facility location, concern with 
consumer distance and accessibility inevitably 
raises the question of relative ability to over- 
come distance, i.e., the relative accessibility 
of the user population. For example, the poor 
and the elderly, who have fewer resources to 
spend on transportation, generally can be con- 
sidered to have low relative accessibility to 
public services at any given location. Avail- 

ability of conventional public transportation 
may ameliorate the problem but it cannot change 
the essential inequity. Planners who are faced 
with determining facility locations or evaluat- 
ing the effects of relative accessibility to 
presently located facilities must therefore bear 
in mind such considerations and should, where 
possible, weight the location problem in favor 
of those people with poor accessibility. 

4. An Example: 
Outpatient Mental Health Facilities 

Wichita, Kansas has a population of about 

350,000 people and thus is representative of 
medium -sized American cities. While the city 
and the surrounding county as a whole define a 
single catchment area for community mental 
health services, inpatient and outpatient ser- 
vices have been partitioned into a north district 
and a south district with one center for each. 
Their locations are marked on the accompanying 
map. (See Figure 1.) The derivation of optimal 
locations of outpatient centers and comparison 
with existing facilities was therefore carried 
out for the two districts separately in order to 
determine the trend in the accessibility of ser- 
vices relative to users over several years of 
operation of the centers. 



Using a metropolitan metric in order to re- 

flect actual distances over an urban street pat- 
tern and its influence on intra -urban travel, 
and an orientation of the reference coordinate 
system in conformity with the north -south, east - 
west directions of the grid pattern of streets 
in Wichita, the median location of outpatient 
centers corresponding to each district's user 
distribution for the years 1971, 1972, and 1973 

was calculated. The first set of calculations 
was based upon the use of weights reflecting 
only the number of users of outpatient services 
originating at a given census tract. The second 
set of calculations involved a forgi of "welfare 
weighting" of the nodes of origin.3 While such 
weights were necessarily averages reflecting the 
properties of the entire population of the given 
census tract, they serve to index the differen- 
tial accessibility by user resources as well as 
distance. 

Employing a unique set of census records 
that are updated yearly in Wichita, the welfare 
weighting was devised to take account of income 
and vehicle ownership in a multiplicative rela- 
tionship such that the disadvantage of the poor 
with no vehicles as opposed to the poor with 
vehicles and the discrepancy between the poor 
and the well -off with one or more vehicles would 
be emphasized. Where a. the service users at 

node j, Y. = the percenage of the population at 
node j with income less than $5000, and v77 

the average number of vehicles owned per house- 
hold in node j, the welfare weighting of any 
given node is W ai /(100.0 - Y )v.. 

The weighted ana unweightedjseils of optimal 
facility locations over time are plotted in 
Figure 1. The unweighted optimal location is 
shaded with horizontal lines and the weighted 
location with vertical lines. (Since the 
weighted locations for the south district change 
for the two years, the location for 1973 is 
shaded diagonally.) The actual location is 
cross -hatched. The deviation calculation in- 
volves the determination of the difference be- 
tween the aggregate distance travelled by all 
users to the actual outpatient location minus 
that of the optimal location. The trend in the 
distance deviation from optimal location (both 
weighted and unweighted), as well as the trend 
in the masses at those locations, is provided 
in Table 1. 

As can be seen from Table 1, the unweighted 
optimal location in both the north and south 
districts remains constant over the three years. 
However, there is a significant difference in 

the deviations of the optimal location from the 
actual location: users in the south district 
face a distance deviation nearly 2% times that 
faced by users in the north district. However, 
the picture with respect to the weighted opti- 
mal locations is less clear. First, while the 
optimal location in the north district is the 
same for the two years, this is not true for the 
south district. The optimal location in the 
latter case shifts from census Tract 32 to 
Tract 39 (i.e., the unweighted optimal location). 
This, of course, leaves us with the question: 
Does this observation result from an actual 
shift in the user population (or characteristics 
of that population), or does it reflect other 
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possible biases in the data? The answer can 
only come with further analysis of public ser- 
vice use based on data which is not restricted 
to the areal aggregations provided by the de- 
cennial census. Also, it should be noted that 
in the north district, the distance deviation 
for the weighted location is less than that for 
the unweighted one. By taking the welfare of 
users into consideration, we decrease the dis- 
tance between the optimal and actual locations, 
i.e., we move the optimal location closer to 
the actual one. With respect to the south dis- 
trict, the deviation increases for 1972 and re- 
mains the same for 1973. Finally, notice that 
for both districts and for both the unweighted 
and weighted locations, the masses (or "weights') 

increase from year to year. This implies that, 
in proportion to the total number of users, the 
number of service users in more distant areas is 
getting larger." This probably reflects popu- 
lation growth (and therefore health service user 
growth) on the metropolitan fringes. 

5. Conclusions and Policy Implications 

Using outpatient mental health services in 
Wichita, Kansas as an example, it has been 
shown that elaborate mathematical programming 
methods need not be resorted to in order to cal- 
culate optimal facility locations, especially 
when facilities can be treated independently. 
A relatively simple location technique was em- 
ployed in order to derive optimal facility loca- 
tion with respect to user accessibility and to 
measure the trend in user accessibility over 
time via location deviation measures. 

In effect, by using methods akin to that 
described above, public service planners are in 
a position to know whether or not a service 
facility at a given location is readily access- 
ible to the people who need the service the most 
and those who have the most difficulty overcom- 
ing spatial separation. Moreover, with the 
availability of data over time, the trend in 
accessibility (indexed by the location deviation 
trend) can be determined. In cases where acces- 
sibility continues to decrease over time, the 
planner may be faced with a number of response 
options, including: relocating the facility, 
locating more facilities, changing the bounda- 
ries of user areas, or helping to increase the 
mobility of either the service (e.g., via mobile 
home trailers, van, or the like) or the users, 

perhaps by subsidizing their trips to the facil- 
ity or by providing a shuttle bus system (Lank- 
ford, 1974). These options can only be evalu- 
ated in the light of information on the relative 
accessibility of the user population to public 
facilities over time. The methodology provided 
here is one means of obtaining that information 
quickly and cheaply. 

Footnotes 

1. Properties of the median point include the 
representation of the point of minimum aggregate 
travel, location with relatively little influ- 
ence from extreme user node locations, and lo- 
cation that is not invariant with respect to the 
coordinate system to which nodes are referred. 



The median point is calculated by finding that 
user node which has the smallest total sum of 
distances from all other user nodes. Properties 

of the mean point include an invariance with re- 
spect to the coordinate system used for posi- 

tional reference, but greater influence from 
extreme user node locations and less intuitive 
meaning attached to the interpretation of the 
optimal location, which is calculated by taking 
the average distance of all user nodes to the 

zero -value of an arbitrary reference coordinate 
system (Neft, 1966; King, 1969; Scott, 1971). 
2. Note that since the calculation of the mean 
results in a single number, a distance which is 

either the constant sum of the x- and y -dis- 
tances in metropolitan metric or the euclidean 
distance between the mean point and the zero - 

value, two calculations must be made utilizing 
a different coordinate system (e.g., shift in 
measurement of x- coordinate distances) in order 
to yield a "complementary" distance value whose 
line plotted with the former will intersect at 
the mean point. Alternatively, for the metro- 
politan metric, the mean value of each coordi- 
nate can be determined separately and then 
paired to determine the coordinates of the mean 
location. The determination of the median point 
is made simply by keeping track of that user 
node which achieves the minimum aggregate dis- 
tance. 
3. Data were available for 1972 and 1973 only. 
In addition, the data on income for 1973 were 
incomparable with those of 1972, so that the 

percentage of the population having incomes from 
$4000 to $7000 was calculated, and one -third of 
this percentage was added to the percentage 
having income under $4000. This might intro- 
duce a bias in the findings. 
4. A simple increase in the total number of 
users does not increase the mass. Hence, since 

the distances remain constant over time, the 

1971 
unweighted 1972 

1973 

weighted 1972 

1973 

1971 
unweighted 1972 

1973 

weighted 1972 
1973 

TABLE 1 

changes in masses are due to proportionate 
changes in the user population. 
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North District 
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location (CT) 

4 

4 
4 
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12 

actual 
location (CT) 
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6 

6 

6 

6 

6 

deviation mass 
distance (ft) 
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14362 15448.76 
14362 15623.82 

22361 12229.17 

14362 14739.94 

deviation 
distance (ft) 

mass 

5817 13124.98 
5817 13416.66 
5817 13779.83 

5454 9665.71 
5454 11302.05 
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ON THE ANALYSIS OF FACTORIAL EXPERIMENTS WITH TYPE I CENSORED DATA 

Douglas A. Zahn, The Florida State University 

1. Introduction 
Consider a factorial experiment with n rep - 

licàtions per treatment combination in which the 
observations are subject to Type I (time) cen- 
soring. Under this type of censoring the obser- 
vations are known exactly only if they are less 
than or equal to an a priori selected value To. 
All that is known about other observations is 

that they exceed T . Only censoring on the right 
is considered here, since the extension to cen- 
soring on the left is straightforward. The prob- 
lem considered in this paper is how to estimate 
and test the parameters in a typical linear model 
for the mean observation at each treatment combi- 
nation using Type I censored data. The models 
for the distribution of the dependent variable 
considered here are the exponential, Weibull, 
Type I extreme - value, normal, and lognormal dis- 
tributions. 

The above problem arose in the course of 
current research by West, et al. (1974) in social 
psychology investigating the phenomenon of help- 
ing behavior and what variables influence helping 
behavior. A 24 factorial experimental design was 
used to investigate the relationship between the 
dependent variable Y and four independent vari- 
ables. Here Y =elapsed time until a passing mo- 
torist stops to help a confederate, i.e., an em- 
ployee of the experimenter, standing at the road- 
side next to a car with a raised hood. The four 
two -level factors are the sex and raced the con- 
federate, the racial composition of the neighbor- 
hood in which the experimental trial occurred, 
and the proximity of the trial to a college cam- 
pus. There were eight trials per treatment com- 
bination. For economic reasons each trial was 
halted at 15 minutes if no help had been given. 
There was no replacement if help was given prior 
to 15 minutes. Note that in this problem, the 
Type I censoring occurs at T = 900 seconds. 

The similarity of this problem to problems 
encountered in life testing situations is appar- 
ent. In life testing situations the dependent 
variable is typically time until failue or death, 
whereas the dependent variable here is time until 
helping or time until success. Clearly, this 
poses no difficulty. 

Section 2 summarizes results available in the 
statistical literature relating to parameter esti- 
mation and hypothesis testing for various experi- 
mental designs when the data are Type I, censored 
on the right, and when the model being considered 
is exponential, Weibull, Type I extreme -value, 
normal, or lognormal. Research relating to non - 
parametric approaches to this problem is not con- 
sidered. Section 3 describes a general procedure 
utilizing linear models and maximum likelihood 
estimatiors (MLE's) for the analysis of factorial 
experiments with censore4 data. Section 4 illus- 
trates the application of this procedure and Sec- 
tion 5 presents concluding remarks. 

2. Literature review 
After the author was first confronted by the 

social psychological problem given in Section 1, 
an extensive review of the life testing litera- 
ture was undertaken. Though the literature on 
the analysis of Type I censored data contains 
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much work on components of the problem considered 
here, a complete solution was not found. This 

section reviews results for problem components, 
and Section 3 presents a procedure which synthe- 
sizes these components into a complete solution 

to the problem. This section is organized as 

follows. Results are presented for five paramet- 
ric models mentioned in Section 1. For each 
model results relating to the MLE's of the param- 
eters in a one -sample problem are presented. 
This is a problem in which all observations are 

gathered under one set of conditions. Then re- 

sults relating to best linear unbiased estimates 
(BLUE's) are given. Most of the work relating to 
the problem posed in Section 1 has been done for 
a one -sample problem. Progress on estimation and 

testing problems in one -, two -, and k- sample 
problems is presented. The review then considers 

any work done on testing and estimation relative 
to linear models for the parameters of the dis- 
tributions. 

Bibliographies on life testing and related 
results have been published by Mendenhall (1958) 

and Govindarajulu (1964). A new book which sum- 
marizes much work in this area is Mann, Schafer, 
and Singpurwalla (1974). 

2.1. The exponential model 
Let t1,t2'...,tn denote observations made 

on a random variable T having the (negative) 
exponential distribution with cumulative distri- 
bution function 

FT(t) = 1 - exp(-t/0), t < 0< 0 < 

=0, t <0. 
If the data are Type I censored at time T0, the 

exact values of the ti are known only if 
Define 

xi = ti , if ti 5 TO , 

= TO , if ti > TO , for i 1,2,...,n, and 

let r denote the number of t . Using life 
testing terminology, T is tht,t3me to failure and 
r is the number of failures before the censoring 
time. The parameter is the mean of T and, in a 
life testing context, is referred to as the mean 
time between failures. Of course, the exponen- 
tial density can also be parametrized using the 
failure rate X =1/0. The failure rate is defined 
to be f(t) /[1- F(t)), where f(t) is the probabil- 
ity density function of T. 

Various authors, including Bartlett (1953), 
Bartholomew (1957), Deemer and Votaw (1955), and 
Littel (1952), have shown that the MLE of when 

n 
the data are Type I censored is 0= x /r. 

=1 
Deemer and Votaw also showed that the asymptotic 
variance of is 

02[n(1 - exp( -T0/0)] -1 

Since is an MLE, and certain mild regularity 
conditions (Mann, et al., 1974, p. 82) are sat- 

isfied here, the sampling distribution of is 

asymptotically normal. 
For small samples, Bartholomew (1957) found 

that was biased and provided an exact expres- 



sion for the bias. Mendenhall and Lehman (1960) 

gave tables to aid in computing the exact mean 

and variance of 9. Bartholomew (1963) derived 

the exact distribution of 6, which is too cumber- 
some unless n is very small. He suggested that 

n be greater than 40 for exp( -T0 /e) =0.10 or n be 
greater than 80 for exp( /8) 0.25 before as- 
suming that is approximately normal. He de- 
rived another statistic, x in his notation, which 
is approximately normal for n as small as ten, 
where 

x r(8 ) {n[l - exp(- T 

Note that Bartholomew's Equation (7) for x con- 
tains a typographical error. This statistic can 
be used to test hypotheses about or to con- 
struct confidence intervals for in one -sample 
problems. 

For the exponential model, results for 
BLUE's comparable to those cited above for MLE's 
have not been published, to the best of the au- 
thor's knowledge. This is not surprising since 
the MLE's can be expressed in closed form in this 
situation. Of course, it would be possible to 
construct BLUE's using results published for the 
Weibull distribution, since a two-parameter Wei - 
bull random variable with shape parameter equal 
to one is an exponential random variable. 

No results were found relating to hypothesis 
testing or confidence interval estimation for the 
exponential parameter in two- or k- sample prob- 
lems with Type I censoring. Mann, et aZ. (1974) 

give a test for in a two-sample problem, but 
their model assumes Type II censoring. Zelen 
(1959) discusses the analysis of a factorial ex- 
periment when the dependent variable is assumed 
to be exponentially distributed and the data are 
Type II censored. The data at each treatment 
combination are said to be Type II censored if 
the replications are observed until a preselected 
number r fail. At the time of the r'th failure 
for a particular treatment combination, all re- 
maining unfailed replications are censored. 

A number of authors have considered the 
problem of estimating the parameters of a linear 
model for in the exponential distribution. A 
typical situation is one in which the random 
variable is survival time in a medical study and 
the data analysis is to examine whether the sur- 
vival time varies by some covariate, such as age. 
However, none of the work in this area provides 
a solution to the problem posed in Section 1 be- 
cause either the articles do not consider cen- 
sored data (Fiegl and Zelen, 1965; Glasser, 1967) 
or they do not consider linear models using Type 
I censored data (Cox, 1964; Sprott and Kalb- 
fleisch, 1969; Cox, 1972; Prentice, 1973). Zip - 
pin and Armitage (1966) generalize the work of 
Fiegl and Zelen (1965) by considering censored 
data. The method of Zippin and Armitage could 
be used to solve the Section 1 problem in the 
case of one factor at two levels. For more com- 
plicated experimental designs, their method would 
be much more cumbersome and time -consuming than 
the method proposed in Section 3. For instance, 
one part of their method would require the itera- 
tive solution of k simultaneous non- linear equa- 
tions in k unknowns, where k is the number of 
treatment combinations in the experimental design 
under consideration. 
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2.2. The Weibull and Type I extreme -value dis - 
tributions 

Let t7,t ,...,t denote observations on a 
random variable T having a two- parameter Weibull 
distribution with cumulative distribution func- 
tion 

FT(t) 1 - exp[-(t /a)ß], <, 0 <a, ß 

The parameter a is the scale parameter and is 

the shape parameter of the Weibull distribution. 
If 13=1, the distribution has a constant failure 
rate and T is exponential with parameter a. If 

<l, the distribution has a decreasing failure 
rate, while if >l, it has an increasing failure 

rate. It is well known that Y has the Type I 
(smallest) extreme -value distribution with cumu- 
lative distribution function 

F (y) = 1 - exp {- exp[(y - u) /b]}, < y < 

where b =1 /ß, u (All logarithms used in this 
paper are natural logarithms.) Thus, methods de- 
veloped for one of these models can also be used 
for the other. 

For Type I censored data, Cohen (1965) has 
developed a procedure for determining the MLE's 
of the parameters a and O. Let r denote the 
ber of failures before the censoring time T . 

The first step is to obtain the MLE ß by solving 
the following equation for ß: 

+ (n- 
1 1 

+ (n -r)TÓ r 

Then the MLE a is obtained by solving the follow- 
ing equation for a: 

= + (n - r)Tg . 
i =1 

Cohen also derived the asymptotic variance -co- 
variance matrix of (â,ß). 

Methods for estimating the parameters of a 
linear model for a percentile of the distribution 
of T when the data are subject to Type II cen- 
soring have been presented by Lieblein and Zelen 
(1956). Their approach is similar to that of 
Nelson and Hahn (1972, 1973). Additional results 
relating to linear estimation are given by Mann, 
et al. (1974). 
2.3. The normal and lognormal models 

Let tl,t2,...tn denote n independent obser- 
vations of the random variable T which is normal- 
ly distributed with mean and variance a2. It 

is well known that, if T then V is lognor- 
mally distributed. Thus, methods developed for 
one of these models can be used for the other. 
For Type I censored data, Cohen (1961) gives for- 
mulas and tables for evaluating the MLE's of 
and a2 and gives asymptotic formulas for the 
variances of the MLE's. The author is not aware 
of any published results relating to BLUE's for p 
and a2 in the Type I censoring model. 

Nelson and Hahn (1972, 1973) develop methods 
for estimating the parameters of a linear model 
for p when the data are Type II censored. They 
consider methods which utilize BLUE's for p at 
each setting of the independent variables and 
thereby ignore the information in the censored 
observations. They maintain that the distinction 



between Type I and Type II censoring can be ig- 

nored in practical situations. This contention 

and a comparison of their method to the method of 

Section 3 are topics of continuing research. 

Sampford and Taylor (1959) considered the analy- 

sis.of Type II censored data in a randomized 

blocks experiment using a normal model. 

3. A general procedure for testing and estima- 
tion in the analysis of factorial experiments 

with Type I censored data 
This section describes a general procedure 

which can be used for the analysis of factorial 
experiments with Type I censored data in the many 
situations noted in Section 2 for which there 
currently is no analytic method available. The 

procedure will be described using a two- factor 
experiment. Extensions to experiments containing 
more factors are obvious. 

Consider a factorial experiment in which 
factor A at a levels is crossed with factor B at 
b levels with n replications at each treatment 
combination. Label the treatment combinations 
(i,j), i =1,2,...,a; j =1,2 ..... b. The data con- 

sist of abn observations on the dependent vari- 
able T. There is Type I censoring at the value 

T at each treatment combination. Assume that 
interest centers on a parameter of the dis- 

tribution of T in treatment combination (i,j), 

and how varies across the treatment combina- 
tions. section develops a procedure for 
investigating the without making any re- 
strictive assumptions about the specific form of 

the distribution of T. 
To investigate the relationship between 8ij 

and the factors A and B, consider the following 
linear model for the 

e-abxl abxab ßabxl 
where X is the design matrix of the factorial 
experiment in reduced form so as to be nonsingu- 
lar. For example, if a+2, b =3, 

1 1 1 0 1 

1 1 0 1 0 1 

X 
1 1 -1 -l' -1 -1 
1 -1 1 0 -1 0 

1 -1 0 -1 0 -1 
1 -1 -1 -1 1 1/ 

A model of this type is illustrated by Draper 
and Smith (1966, p. 257). 

Interest centers on the last ab -1 parameters 
in ß, since they represent, respectively, the 
main effects of A, the main effects of B, and the 
AB two- factor interactions. Typically, the first 
parameter in is of little interest since it 
represents the grand mean. 

The first step in the estimation of is the 

estimation of 8. The results quoted in Section 2 
are used to compute and the of 

and an estimate ojits variance, for each 
treatment combination (i,j), using the data 
available on that combination. For each of the 
models considered in Section 2, is known to 
be asymptotically normally distriSdted with mean 

and variance V(6 Since independent sam- 
are observed at each treatment combination, 

AN [,V(9)], where is an abxab diagonal 
matrix, whose (k,k) element is the vari- 
ance of the k'th element of O. Since 

the MLE of is I=X719. Also, 
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(X-1)']. Letting C =(cij) =X -1, it 

is easy to see that 

- ßk 
AN(0,1) . 

ab L 
Use of this statistic is complicated by the fact 
that V(04) may depend on the unknown parameter 
84. However, since 9. is a strongly consistent 
eàtimator for be substituted for 
in the variance yielding V(84), the estimated 
variance of di, and the following result still 
holds (Cramér; 1945, p. 254): 

k - k 

Lb j =1 

Define 

AN(0,1) 

V(ßk) . 

j =1 

The experimenter who wishes to test hypothe- 
ses about individual effects now has sufficient 
tools to proceed. A Bonferroni inequality can be 
used to develop simultaneous confidence intervals 
for the (Vs or to develop a test procedure which 
controls the experimentwise error rate (EER) at 
some prescribed level a. The EER is defined to 
be the probability of declaring at least one 
false positive in the analysis of the experiment, 
if in fact all effects are equal to zero. Note 
that , the grand mean, is of no interest here, 
so that ab -1 's are being tested. The Bonfer- 
roni inequality (Miller, 1966, p. 8) states that 

ßkI /[V(ßk)] z {1- /[2(ab -1)] }, for 

k 2,3, ..., 

ab 

1 -1 P ßkI > z {1- a /[2(ab -1)] 

k=2 

1 - a , 

where z{y) denotes the 100(1 -1)th percentile of 
the standard normal distribution. Thus, a pro- 
cedure yielding EER less than or equal to a is 
to declare ßk significantly different from zero 
if 

> z {l- a /[2(ab -1)] for 

With probability greater than or equal to 1 -a , 

all are contained in the intervals 

ßk + z {1- a /[2(ab- 1)] }[V(ßk)] , for k =2,3,...,ab . 

4. An illustration of the use of the general 
procedure 
This section presents the application of the 

procedure described in Section 3 to the data from 
the 24 factorial experiment discussed in Section 
1. The extensions of the procedure required for 
the analysis of data from other designs are 
straightforward. 

To begin, an exponential model for the "time 
to helping" random variable will be tentatively 
entertained. This model is reasonable, given the 
structure of the example being considered here. 

Let P, N, S, R denote the four factors in 



the design, each of which appears at two levels. 
Let 

km 
= time to helping for trial m at level 
h of factor P (college proximity), 

level i of factor N (racial composi- 
tion of neighborhood), level j of fac- 

tor S (sex), level k of factor R 
(race), m 1,2, ..., M, 

denote M observations of the random variable 
Th ,h,i,j,k =1,2. In the example considered here 
"Heaping" occurs when someone stops to help the 
confederate and "replication m" is the m'th trial 
at a particular treatment combination. Assume 

f(thijkm) - (1 /Ohijk)exp(- ' 

05 , 0 <ehijk 

Now the are known exactly only if km 5 T 900 s, the censoring time. Define 

xhijkm thijkm , 
if 5 TO , 

TO , if 
thijkm 

> TO 

rhijk = number of 5 To , 

= number of uncensored observations on 
treatment combination hijk, 
h,i,j,k, = 1,2 . 

Bartholomew (1963) noted that the MLE of 

9hijk 
is 

ehijk ml xhijkm/rhijk ' 

and that the sampling distribution of is 
asymptotically normal with mean 9hijk ansjvari- 
ance 

V *(ehijk) 
= ehijk 

{M[1 exp( -TO /9hijk)] 
} -1 

He also showed that for small M, yhi k (x 
in his 

notation) is more nearly normal than' 
ehijk' where 

rhijk(ehijk ehijk) 

/ehijk - exp( -TO /ehijk) ] 
The following material assumes that 

ehijk N[Ohijk)V(ehijk)]a where 

V(ejijk) = ehijk {M[1 - exp( -TO 
/ehijk)] } rhijk 

To express the 
k 

in terms of the usual 

reduced model for a 24 
factorial experiment, write 

!16X1 116X16 -16X1 ' 

where X denotes the design matrix for the 24 ex- 
periment. To illustrate the structure of X, con- 
sider a 22 experiment. In this situation 

1 1 1 1 

X 
1 1 -1 -1 
1 -1 1 -1 
1 -1 -1 1 

For the 24 experiment represents the grand 

mean; 
2' 3' 5 represent the main effects 
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of the four factors; 06' ß7,,ß 1, the two -fac- 
tor interactions; 

ßl4' , 
the three - 

factor interactions, }6, the tour- factor 
interaction. Note that X X =16I, where I denotes 
the 16x16 identity matrix. Hence, X -1 (1 /16)X'. 
This implies that -X =(1/16)X'9 and the of 

is given by 8=(1716)X'9. Thus, the analysis 
first uses the individual observations to esti- 
mate the parameter O for each treatment combina- 
tion. Then the g's are used to estimate the pa- 
rameters in the linear model. Individual param- 
eters can be estimated by noting that 

16 

(1 /16)X9 = (1/16) 
j1l 

where denotes the i'th row of X. Thus, 

V(ß)] , where 

16 

V(ß) (1/16)2 V(O ) . 

j j 

A Bonferroni -type procedure as described in 
Section 3 may now be used to test hypotheses 
about the parameters in the linear model, while 
controlling the EER. Table 1 gives 
1= 2,3,...,16, and a set of 95% confidence inter- 
vals for each of the parameters. These intervals 
correspond to the usual 0.05 level F -tests of 
individual effects and interactions performed on 
the results of a 24 factorial experiment using 
the conventional normal theory model. A second 
set consisting of 100(1 -0.05/15)%- 99.671 confi- 
dence intervals for each of the parameters can 
be constructed. The intervals in this second set 
are of the form ß +546.9. Using these intervals 
to test hypotheses about the parameters yields 
EER50.05. An examination of Table 1 indicates 
that only the main effect of sex is significant 
when the individual parameters are tested at an 
0.05 level. Using EER50.05, this effect is al- 
most significant. Hence, this analysis of this 
experiment indicates that the only factor which 
significantly affected the mean time to helping 
was the sex of the confederate. Women were helped 
much faster than men. 

A complete analysis of these data should also 
include a scrutiny of the assumption in the ten- 
tatively entertained model that the times to help- 
ing are exponentially distributed. Considerable 
work has been done on the question of model choice 
in this situation. Fercho and Ringer (1972) ex- 
amined four tests of exponentiality and recom- 
mended the Gnedenko test as given by Mann, et aZ. 
(1974) when testing against a Weibull alternative 
in the presence of censored data. When this test 
was applied to these data at each of the treatment 
combinations, the hypothesis that the times are 
exponentially distributed was not rejected for any 
treatment combination. 

It is exceedingly important to use a model 
which properly recognizes the censoring and the 
exponentiality of the data . To demonstrate this, 
an analysis using a conventional fixed effects 
analysis of variance model will now be presented. 
This approach is based on the assumption that the 
data are normally distributed and not censored. 
Not surprisingly this conventional model is em- 
ployed by West et aZ. (1974) in their analysis of 
these data. The parameter estimates under this 



model, denoted are ven in the last column 
of Table 1. Com$aring to indicates the 
dire consequences of ignoring the censoring and 
exponentiality. Many parameters are seriously 
underestimated. The normal model also seriously 
understates the variation in the parameter esti- 
mates. For the normal model, 95% aad 99.67% con - 
fidence intervals are of the form 53.3 and 

78.9, respectively. For the exponential 
model, they are 367.1 and + 546.9, re- 
spectively. These difficulties stem from the 
following facts. Under the normal model ignoring 
the censoring, the treatment combination means 
are determined by dividing the total time on test 
(the sum of the eight times to helping) by eight, 
the number of subjects tested on that treatment 
combination. However, the correct estimate of 

the mean, as determined under the exponential 
model, is evaluated by dividing the total time on 
test by the number of failures. For instance, 
for the treatment combination RNP, the estimate 
of the mean time to helping using the normal mod- 
el ignoring censoring is = 5940/8 =742.5 sec- 
onds. Using the exponentiá-I model which utilizes 
the information on censoring, the estimate is 

5940/3 =1980 seconds. 
It should be noted that the purpose of this 

section has been to illustrate the use of the 
procedure described in Section 3. Had the pur- 
pose been to present an extensive analysis of the 
data set,additional variables, such as cars per 
minute and the race of the passing motorists, 
would have been considered. The complete analy- 
sis of these data is considered in another 
report. 

5. Concluding comments 
Two cautionary remarks should be made. The 

method proposed here is based on the asymptotic 
normality of MLE's. Thus, it should be used with 
caution when the number of replications at indi- 
vidual treatment combinations is small, as re- 
sults by Bartholomew (1963) and Gillman, Antle, 
and Bain (1972) indicate. Also, Zelen and Danne- 
miller (1961) have demonstrated the lack of ro- 
bustness of procedures based on the exponential 
model when the true model is Weibull with shape 
parameter less than one. Hence, as in other ap- 
plications, in the words of G. E. P. Box, one 
should not make the Pygmalian mistake of falling 
in love with the model. If the data indicate 
that the model is likely to be Weibull, the MLE's 
for the Weibull parameters should be used. 
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TABLE 1 - Effect estimates wader the exponential 
and normal models and 95% confidence 
intervals for the effects wader the 
exponential model. 

Effect 

Bi 

95% 
Confidence 
Interval 

R -25.9 (-393.0, 341.2) 26.1 
S -495.3 (-862.4, -128.2) -108.0 
N 29.1 (-337.9, 396.2) 17.9 

182.4 (-184.7, 549.4) 41.6 

RS 94.6 (-272.5, 461.6) 0.5 
RN 106.5 (-260.5, 473.6) 8.6 

-62.3 (-429.4, 304.7) -8.6 
SN -51.4 (-418.4, 315.7) -20.8 
SP -173.3 (-540.4, 193.8) -11.8 
NP -169.1 (-536.2, 197.9) -27.9 

RSN -61.5 (- 428.6, 305.6) 13.0 
RSP 2.4 (- 364.7, 369.4) -10.5 
RNP 263.6 (- 103.4, 527.3) 54.6 
SNP 192.9 (- 174.2, 560.0) 31.2 
RSNP -122.4 (- 489.5, 244.6) 17.2 

in estimate of under the censored exponential 

model. 
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= estimate of under the normal model, ig- 

noring the censoring. 



MINUTES OF THE ANNUAL MEETING OF THE SOCIAL STATISTICS SECTION 

St. Louis, Missouri, August 26, 1974 

The meeting was opened by Charles Nam, 
Chairman, at 5:30 p.m., attended by approximate- 
ly 60 members. Officers for 1975 were announced: 

Chairman 
Chairman -Elect 
Vice Chairman (1974 -75) 
(Program Chairman) 

Vice Chairman (1975 -76) 
(Asst. Program Chairman) 

Secretary (1974 -75) 
Representative on the 
National Board of 
Directors (1973 -75) 

Representative on the 
National Council 

(1974 -75) 
Representative on the 
National Council 

(1975 -76) 
Publications Liaison 
Officer (1975 -76) 

Joseph Waksberg 

Daniel G. Horvitz 

Mollie Orshansky 

Robert Parke 
Mary G. Powers 

Evelyn M. Kitagawa 

Eva L. Mueller 

Conrad Taeuber 

Harry Rosenberg 

Mollie Orshansky, Program Chairman for 1975, 
reported that she is considering cutting the 
number of sessions and encouraging new sources 
of papers. 

A discussion of the editorial policies of 
the JASA was conducted by the editor. It was 
brought to the attention of members of the Social 
Statistics Section that submission of manuscripts 
on social statistics are encouraged by the edi- 

474 

torial board. Manuscripts on subjects such as 

social indicators, migration, education, and 

other substantive topics which offer new innova- 

tions on social statistics have not been sub- 

mitted in large numbers during recent years. 

Members were reminded that the Proceedings are 

only minutes of the meetings and should not be 

considered the only methods for publication of 

all papers read at the meetings. Methods were 

discussed for screening papers presented at the 

meetings to encourage that they be revised and 

re- submitted to JASA for publication. It was 

pointed out that expository articles will be 

prepared for The American Statistician which 

will synthesize previous research into a set of 

developments. These articles may be useful as 

statements of the status of the art. Methods 

for encouraging new members to join the Social 

Statistics Section were discussed. 

An active discussion was held on the con- 

fidentiality of statistics and the possible 

future impact of new legislation on the use and 

release of statistics. Members agreed that 

future meetings of the Social Statistics Section 

should be concerned with specifying the problem 

of keeping data confidential, maintaining the 

privacy of individuals, and also outlining the 

specific problems involved with the growing use 

of administrative records (such as job applica- 

tions). It was agreed that an ad hoc session be 

organized to establish the range of possibilities. 

L. Suter, Acting Secretary 










